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RESUMEN

Los transformadores de potencia se encuentran entre los elementos más im-

portantes de un sistema de potencia. Dependiendo de la topología del sistema,

una falla en un transformador de potencia podría causar la pérdida de energía

en muchos usuarios y hasta en ciudades enteras. Por esta razón, un gran es-

fuerzo se ha realizado para preservarestos equipos in perfectas condiciones y

así, evitar eventos de falla.

Conforme el transformador envejece la probabilidad de falla aumenta. Por lo

tanto, es necesario monitorear su vida remanente de manera continua de tal

manera que quienes administran al sistema estén concientes de un posible

problema y tomen las acciones necesarias para mitigar las consecuencias de

una falla total del equipo. Por esta razón, muchas investigaciones han sido

llevadas a cabo para estimar la vida útil de un transformador de potencia.

La vida útil de los transformadores de potencia es usualmente analizada desde

el punto de vista del aisalmiento. Es una práctica generalizada el tomar la vida

del papel aislante como la vida del transformador de potencia. Sin embargo, se

han visto casos en los cuales la falla del transformador aparece en el conductor

y no en el aislamiento. Debido a la gravedad de este hecho, la resistencia

mecánica del conductor ante fuerzas electromecánicas ha llegado a ser parte

del diseño del transformador.

El análisis de los efectos de las fuerzas en los conductores de los devanados

es generalmente realizada en relación con las fuerzas estáticas. Es decir, du-
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rante el diseño, se calculan las fuerzas para el peor escenario y, de acuerdo

a éstas, se especifica el conductor. Sin embargo, existen efectos continuos de

las fuerzas, aún cuando dichas fuerzas son de menor valor que aquellas de dis-

eño. Esos efectos se presentan durante toda la vida del transformador y podrían

disminuir la vida útil de los conductores del devanado.

Con estos antecedentes, esta investigación propone un método para analizar

las consecuencias de la fatiga mecánica en la vida útil de los transformadore

de potencia. A diferencia de investigaciones previas que consideran sólo casos

de falla, en esta tesis, se consideran todas las condiciones operativas. El típico

método de elementos finitos fue utilizado para calcular la fuerza y la tensión

mecáncia en los conductores. Además, considerando posibles aplicaciones

en tiempo real, se diseñó un modelo de aprendizaje de máquina, basado en

árboles aleatorios. Se obtuvo un resultado interesante, ya que los tiempos para

determinar las fuerzas se redujeron considerablemente del tiempo utilizado por

el método de elementos finitos.

El procedimiento fue aplicado a un transformador del sistema de prueba de con-

fiabilidad del IEEE. Este sistema contiene datos de carga con variaciones a lo

largo del año, del mes, de la semana y del día. Por lo tanto, fue posible simular

las condiciones operativas del transformador de una forma horaria con un buen

de detalle de la carta. Para estar más cercano a lo que sucede en la realidad,

la carga total del sistema fue incrementada de una manera anual. La poten-

cia alimentada por cada generador se la estableció de manera proporcional de

acuerdo a su capacidad. Con la finalidad de realizar una comparación entre

materiales, se simularon casos tanto para devanados de aluminio como para

devanados de cobre.

Se monitoreó la condición del transformador hasta que éste alcanzó el final de

xxiv



su fida útil, de acuerdo al análisis de fatiga.

En cuanto al desarrollo teórico, los últimos avances relacionados con el análisis

de fatiga de transformadores de potencia han sido descritos. Además, se pre-

senta la aplicación del método de elementos finitos para el análisis del campo

magnético, así como el respectivo cálculo de las fuerzas electromagnéticas.

Palabras Clave: Análisis de Fatiga, Árboles Aleatorios, Fuerzas Electromag-

néticas, Método de Elementos Finitos, Tensión Mecánica, Transformadores de

Potencia
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ABSTRACT

Power transformers are among the most important elements of a power system.

Depending on the topology of the system, a failure in a power transformer may

cause the lack of energy for many customers and even for entire cities. For

that reason, many efforts have been made to preserve these devices in perfect

conditions so that failure events are avoided.

As the transformer ages, the probability of failure increases. It is necessary

to monitor its lifespan continuously so that the managers are conscious of a

possible problem and take the required actions to mitigate the consequences of

a total failure of the equipment. For this reason, many researches have been

done in order to estimate the lifespan of a power transformer.

The lifespan of power transformers is usually analysed from the point of view

of the insulation. It is common knowledge that the life of the insulation paper is

the life of the power transformer. However, there have been found cases where

the fault of the transformer appears in the conductor and not in the insulation.

This fact has been so serious that the strength of the conductor in regards to

electromagnetic forces has become part of the transformer design.

The analysis of the effects of forces in the winding conductors is generally per-

formed in regards to static forces. That means that during the design, the forces

are calculated for the worst scenario and the conductor is specified accordingly.

However, there are continuous effects of the forces, even when these forces are

lower than those of the design. These effects work during the whole life and

xxvii



could diminish the life of the winding conductors.

Given those antecedents, this research proposes a method to analyse the con-

sequences of fatigue in the lifespan of power transformers. Different from pre-

vious investigations that consider only fault cases, in this thesis, the whole op-

erating conditions of the transformer are taken into account. The usual finite

element method was used to calculate the force and the stress in the conduc-

tors. Besides, considering the possibility of real time applications, a machine

learning model was designed, based on random forests. This was an interest-

ing result because the time to find the forces was considerably reduced from the

direct use of the finite element method.

The procedure was applied to a 400 MVA transformer of the IEEE Reliability Test

System. This test system has data of load that varies along the year, month,

week, and day. Hence, it was possible to simulate the transformer operating

conditions on an hourly basis with a good detail of the load curve. To be closer to

reality, the total load of the system was increased each year. The power served

by each generator was set proportionally to its full capacity. For comparison

purposes, windings made by copper and aluminium were simulated.

The condition of the transformer was monitored until it reached the ultimate point

of life, according to the fatigue analysis.

In regards to the theoretical framework, the latest developments related to the

fatigue analysis of power transformers have been described. Also, the applica-

tion of the finite element method for the analysis of magnetic fields is presented,

together with the calculation of forces.

Keywords: Fatigue Analysis, Random Forests, Electromagnetic Forces, Finite

Element Method, Mechanical Stress, Power Transformers
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1 INTRODUCTION

Power transformers are among the most important elements of a power system.

A fault in a power transformer could cause even an entire city to lose electrical

energy. To make things worse, the repair or replacement actions could last a

long time.

For that reason, power transformers must have good maintenance. In the op-

timal case, utilities must have an asset management program to be very well

acquainted with the state of these devices.

1.1 ASSET MANAGEMENT FUNDAMENTALS

One of the best practices to preserve the condition of power transformers is

asset management. Some definitions of asset management can be found in

standard PAS-55 [1] and CIGRE [2]; they have in common the life cycle of the

asset and the reduction of risks and costs. The objective of maintenance of

power transformers is threefold: reducing the risks of a failure, reducing the

costs as a consequence of a lack of the equipment or an non-optimal point of

operation, and finally, procuring to extend the life cycle of the transformer.

Asset management has three types of activities: maintenance plan, condition

1



assessment, and life evaluation [3]; see Figure 1.1.

Asset Management

Condition

Monitoring

Assessment

Maintenance
Plan

Preventive

Corrective

RCM or
CBM

Life and
Health

Transitive

Intransitive

Figure 1.1: Asset Management Areas: (1) Life and Health, (2) Condition Evaluation, (3)
Maintenance
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Table 1.1: Condition monitoring related to Condition Assessment

Condition Monitoring Condition Assessment
Hot spot temperature Thermal analysis

Wall and winding vibration Vibration analysis
Dissolved gas in oil Dissolved gas analysis
Partial discharges Partial discharges analysis

Winding movements and deformations Frequency response analysis

1.1.1 Condition Monitoring and Assessment

Condition monitoring allows the utilities to know the health state of the trans-

former. It works along with condition assessment, as it is seen in Table 1.1 [3].

Nowadays, there are also some variables that are monitored online, such as

hot spot temperature and dissolved gas analysis in oil [4]. Moreover, all this

monitoring could be part of a multiagent system, which functions as a collector

of all the monitoring data [5].

Hot spot temperature gives a picture of the loading characteristics and of the

possibility of some internal short circuits. Vibration analysis is performed to

detect changes in the internal structure of windings [6], whereas frequency re-

sponse analysis does the same evaluation but including the core and bush-

ings [7], [8]. The dissolved gas analysis checks for the existence of faults re-

lated with high temperature of the oil such as arcing, corona discharges or hot

spots [9]. Finally, partial discharge analysis look for incipient faults in the insula-

tion system, and it is usually performed through acoustic methods [10].

3



1.1.2 Maintenance Planning

There are three basic types of maintenance planning: corrective, preventive,

and reliability centered maintenance (RCM) [3].

Corrective maintenance was applied in the early days of power transformers.

Nowadays, it is only used for not important elements, i.e. when there are no cru-

cial consequences in case of a fault. The actions to be taken in this maintenance

are general inspection, electrical tests, and liquid insulating tests [11]. The first

and the second actions are performed when the fault occurs in an accessory of

the transformer. On the other hand, all three actions are made in case the whole

transformer is in a fault condition.

Preventive maintenance can be divided in time based maintenance (TBM) or

condition based maintenance (CBM) [3]. TBM means that the transformer is

checked once within a constant period of time, for example, each year. The

disadvantage is that the period could be too short, i.e., too many resources

are spent in maintenance, or it could be too long, i.e., there is a higher risk

of transformer failure. On the other hand, CBM is based on the results of the

monitoring system. If it is seen that an important change has happened in the

monitoring variables, then a maintenance action is planned and performed.

It could be the case that an intervention in any equipment increases the proba-

bility of failure. This has been seen, for example, in overhauling events. In other

words, the maintenance activities worsen rather than improve the condition of

the equipment. Hence, a maintenance where the importance of the equipment

and the risk of failure are considered simultaneously, is advantageous. RCM is

based on this consideration. So it is more focused on more important elements,

and even recommends only corrective actions for those elements whose failure

4



does have paramount consequences. RCM has the aim of reducing mainte-

nance costs; however, one of its main disadvantages is that the personnel needs

to have a deep knowledge about how the system works and the consequences

of each failure [12].

1.1.3 Life Assessment

The asset management evaluation gives four types of life condition:

❐ Normal Condition

❐ Accelerated Aging

❐ Uneconomical Condition

❐ End of Life Status

The normal condition means that the transformer is operating as was expected

during the design. There is no overload or an excessive number of fault events.

The accelerated aging occurs when there are overload cases, for example, if

working in parallel with other transformers, and the last is out of service for some

time. The uneconomical condition means that the transformer can still work, but

the power system must be operated far from the optimal point. Finally, if the

transformer is no longer able to operate, it has reached the end of life status.

The lifetime of any device, including power transformers, could be analyzed

from three points of view: physical lifetime, technical lifetime, and economical

lifetime. Physical lifetime means that the transformer can no longer work as

expected [13], maybe the winding ratio is not as original, or the insulation can-

not withstand the power system voltages. Technical lifetime means that new
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technologies have been developed so that keeping the old technologies may be

expensive or impractical [14]; this lifetime is not frequent in power transformers

but a case of a new magnetic material for the iron could be an example of this

situation. The economical lifetime ends when the transformer has zero asset

value [15]; it is related to the amortization value that must be considered each

year. This research is more concerned with physical lifetime.

Physical lifetime analysis can be divided into intransitive and transitive aging [16].

Intransitive aging refers to the power transformer deterioration when it is operat-

ing in normal conditions. On the other hand, transitive aging considers unusual

operating conditions such as overloading, harmonics, higher temperatures, etc.

1.1.3.1 Intransitive Aging

Intransitive aging is mainly focused on the analysis of the insulating paper. In-

sulating paper is made of cellulose, which is formed by chains of polymers, Fig-

ure 1.2. It is generally accepted that the number of chains in a unit of polymer is

a good reference of the age or the state of the insulating paper. This number is

known as the degree of polymerization (DP). So, a DP of 1200 is considered to

belong to a new power transformer [17], and a DP of 200 means that the trans-

former is no longer guaranteed to be able to operate in secure conditions[17],

[18]. Ideally, a sample of the paper would be taken and then measure the DP.

However, this action is intrusive and it is impossible to perform in an operating

transformer.

It has been observed that the quantity of furans in the insulating oil are directly

related with the DP. Furans are chemical components that are formed by the

breaking of the polymer chains. There are five types of furans as shown in
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Figure 1.2: Chain of polymers in the insulating paper cellulose.

Figure 1.3. From all the furans, 2FAL (2-furaldehyde) is the most abundant [19]

and has been found to be the most related to DP [20]. Thus, in practice, the

content of furans in oil is measured, and then the DP is determined by (1.1)

and (1.2) for the upgraded and non upgraded insulating paper respectively [21].

The amount of furans is measured in ppb per weight (µg/kg).

O
CHOH2COH

O

5-Hydroxy methyl-2-furfural
(5-HMF)

O
CH2OH

O

2-Furfurol
(2-FOL)

O
CHO

O

2-Furfural
(2-FAL)

O
COCH3

O

2-Acethylfuran
(2-ACF)

O
CHOH3C

O

5-Methyl-2-furfural
(5-MEF)

Figure 1.3: Furans dissolved in insulating oil. 2-FAL is the most used in the analysis of
the degree of polymerization.
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DP = − log10(amount of furans)− 4.51

−0.0035 (1.1)

DP = − log10(2FAL× 0.88)− 4.0355

−0.002908 (1.2)

A disadvantage of determining the DP through the measure of furans is that

the oil should be free of any previous treatment. During drying and filtering of

the oil, some furans could be lost. Furthermore, care must be taken about the

temperature during the tests and recollection of oil samples because the furans

could react chemically and disappear.

It is worth noting that some advancements have been done in regards to the

analysis of the DP. For example, fuzzy logic has been used to include the effects

of thermal degradation and moisture [22], or using moisture content, interfacial

tension, and furan content, together with a neuro fuzzy logic model [23].

1.1.3.2 Transitive Aging

The most used method for transitive aging is the analysis of temperature. The

power transformer is designed to work for some pre-established load and elec-

trical current. This current circulating through the winding produces heat and

a correspondent value of temperature. A too high temperature could mean the

presence of overload.

Nowadays, it is set that the hottest spot temperature for a rated load should be

110◦ [24]. This value is taken as the base for per unit calculations. In Chapter 4

the variation of temperature with load is used to find the lifespan of the power
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transformer in regard to the insulation.

1.2 RESEARCH JUSTIFICATION

As it has been exposed, the asset management of power transformers is mainly

focused on the analysis of the insulating system. Almost nothing has been said

about the deterioration of the winding conductor, although it is well known that

during the power transformer operation lifetime, the winding conductor suffers

the effects of electromagnetic forces.

Faults in windings, Figure 1.4, are about the 19.2 % of all the faults in power

transformers [25]. From those faults, many are due to electromagnetic forces

in the windings which cause deformations that, together with the deterioration

of the insulation, could cause the failure of the whole transformer [26]. This

problem has become so serious that many studies have been developed, mainly

focused on the defformation of the windings [27]–[29]

Usually, the ability to withstand the electromagnetic forces caused by the highest

fault current is evaluated. This evaluation is even recommended in the design

review process. But, this evaluation is taken from a static perspective, although

the electromagnetic forces can also continuously affect the conductor, both un-

der normal and fault transient operating conditions. This research analyzes and

describes the dynamic effects of the electromagnetic forces and compares the

results with those of a dynamic load, i.e. it performs a fatigue analysis of the

electromagnetic forces.

In practice, the fatigue analysis could be included in asset management as a

complementary procedure. Thus, besides all the monitoring of the insulating

materials, the evaluation of the winding conductors’ state would also be consid-
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Figure 1.4: Statistics for the fault modes in power transformers.

ered. In that way, regarding the results related to transformer aging, there could

be some additional, considering the conductor deterioration:

❐ Normal condition: The conductor deterioration is similar to that of the in-

sulating system.

❐ Accelerated aging: The conductor deterioration is faster than that of the

insulating system, maybe due to the presence of faults too close to the

transformer.

❐ Uneconomical condition: The transformer requires reducing the exposure

to high current faults, perhaps the utilities must reduce the power system

fault currents, which might be an uneconomical solution.

❐ End of life status: The fatigue analysis could predict the possible end of

the lifetime of the power transformer, given that the operating conditions

do not change significantly.
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In regard to the theory of power transformers, the contribution of the research is

to give a deeper knowledge about the dynamic effects of the forces in winding

conductors. The fatigue analysis allows studying the effects that the mechanical

stresses continuously make on those conductors. Hence, the electromagnetic

forces become important during the operation of power transformers and not

only during the design process.

Finally, as a byproduct, a procedure for the real-time determination of the me-

chanical stresses is developed. Thus, it is expected that the methodology that

is exposed in this research may be applied to actual power systems and may be

included in the current operating practices.

1.3 RELATED WORK

Not too much research has been done regarding the study of the effects of

fatigue in winding conductors. Generally, the investigation has been limited to

the static effects of electromagnetic forces. In a direct fashion, two works have

been found and are described in the following sections.

1.3.1 Inrush Current and Cold Load Events

When a system has been out of service for several minutes and is reenergized,

the current could be much higher than the one previous to the event. This phe-

nomenon is known as cold pick up [30]. The reasons for the higher values of

current are load inrush currents, loss of load diversity, magnetizing currents, etc.

Note that the inrush current could become between 10 to 20 times the rated

current [31].
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Experimental setups to find the effects of cold pick up load when energizing a

distribution transformer have been performed. Thus, it has been found that the

continuous events could cause a transformer to reach its life end, previous to

the time it was expected [32].

Considering that fatigue failures could be from 25% to 75% of the mechanical

faults in the engineering industry [33], [34], Beniwal et al. researched about

the effect of fatigue in distribution transformers when subjected to energization

events [32].

The hypothesis in their work was that since fatigue is responsible for mechanical

equipment deterioration, the same may happen for winding conductors. Hence,

they investigated how aluminum and copper winding conductors are affected

by fatigue when subjected to energization events similar to those of cold load

events. The main concern was the fact that many non-well-conditioned systems

could have a great amount of cold load, which worsens the effects of transformer

energization.

The authors performed tests to find the number of cycles that the conductor

sample could withstand without failure. They found the SN curve for both copper

and aluminum. Copper had a better strength regarding mechanical stress. A

lgood contribution of this research was the construction of a homemade artifact

to apply and measure the mechanical stress.

The authors set a number of energization events per day. With the relation be-

tween the number of cycles the conductor can withstand and the number of

energization events per day, the number of days that the transformer is sup-

posed to live is calculated. A better approach would have been the inclusion of

a failure probability to get a closer approximation of the transformer operating

condition.
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As a main result, it was seen in this research that the distribution transformers

had less life than designed.

1.3.2 Fault Currents Fatigue Analysis

Araujo et al. gave a different approach [35]. They studied the fatigue effects of

fault currents and compare them to the generally applied Von Mises criterion,

which verifies that the transformer can withstand electromagnetic forces result-

ing from the worst fault. The particularity of the Von Mises criterion is that the

analysis is performed from a static perspective.

In Araujo’s research, the hypothesis is that even stresses lower than those of

the original design, applied continuously, such as in the transient period of an

electrical fault, can destroy the transformer winding.

For the static analysis, the authors use the Von Mises criterion, which employs

the three components of the mechanical stress, contrary to the recommended

criterion that utilizes only the component in the direction of the stress, i.e. per-

pendicular to the cross-section of the conductor [36]. On the other hand, for

the fatigue analysis, the well known Miner’s rule is applied. This rule assumes

that the steady deterioration of any material relates linearly with the number of

cycles the stress acts on that material.

For the transient period of the fault, the authors made simulations considering

various resistance/reactance relations. Moreover, three fault duration times are

used: 0.05, 0.25 and 3 seconds. The first time is taken as an immediate fault

clearance, 0.25 as a backup clearance, and 3 seconds are taken as the maxi-

mum time that a fault can be present in the system.
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In summary, the authors found that depending on the time constant of the tran-

sient, the winding conductor can deteriorate with much lower mechanical stresses

than that of the original design. Besides, they also analyzed the cases where the

conductor is already damaged because of previous fault currents. If the previous

damage is high e.g. 90% of loss of life for a predetermined stress, a minimum

fault could end the transformer life.

A limitation of the study is the fact that only fault currents are considered in

the analysis. Thus, the normal operating conditions of the transformer are ne-

glected.

1.4 OBJECTIVES

According to what has been exposed before, the main objective of this investi-

gation is to determine how the mechanical stress, produced by fault and inrush

currents, affect the life of the power transformer. The main difference with the

previous research is threefold:

❐ The effects of both fault and inrush currents are considered.

❐ The transformer life is analyzed from a global perspective, as part of a

power system. Reliability indexes are considered so that the simulations

are closer to a real condition of operation.

❐ A nonlinear fatigue model is used so that a comparison with the linear

model could be performed, as well as the limits of using nonlinear models

in this type of problem.

A second objective is to compare the lifespan of the conductor and the insulating
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system. For this analysis, the procedure recommended by IEEE Std C57.91-

2011 [24] is followed. The question, in this case, is under which conditions the

conductor deteriorates faster than the insulating material.

A third objective is a comparison between aluminum and copper conductors.

The question is how much the life of the conductor is influenced by the mate-

rial. Note that, in the transformer design for aluminum and copper, the current

density, the cross-sections and so, the mechanical stresses are different.

Finally, the Miner’s rule results are compared with nonlinear models, which use

only SN curves so that non-complexity is added to the final model. Hence, it

should be clear if the Miner’s rule is an optimistic or pessimistic model when

evaluating the life of the winding conductors.
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2 THEORETICAL FRAMEWORK

2.1 ELECTROMAGNETIC FORCES

2.1.1 Problem Statement

If an electrical current I is circulating through a conductor immersed in a mag-

netic field B, there is a force F acting on the conductor. If the conductor has

length l, and if the magnetic field makes an angle α with the current, in scalar

form, the magnitude of the force is given by (2.1), which is known as Lorentz

Force [37]. It can be seen that, as B also depends on the current, F varies as I

squared. Moreover, this relationship doubles the frequency of the force, i.e. the

force pulses appear twice each power system period. For example, compare

the periods in Figure 2.1 [38].

F = B · I · l sinα (2.1)

For a point in space the force per unit of volume f can be expressed by (2.2),

where J is the current density and B is the vector of magnetic induction.
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Figure 2.1: Transient behavior of current and force before a fault on the system.

f = J×B (2.2)
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It is seen that before calculating f , B must be determined. Due to the fact that

the magnetic field is irrotational, a magnetic vector potential A can be defined

by (2.3).

B = ∇×A (2.3)

Thus, the first step in finding the force is the determination of A. From the quasi

static Maxwell’s equations, it can be demonstrated that A can be obtained from

the Poisson’s equation for magnetics (2.4), where µ is the permeability of the

medium [39].

∇2A = −µJ (2.4)

The Poisson equation is an elliptic partial differential equation [40]. It cannot be

solved analytically except for some cases where one of the coordinates is con-

stant, such as a sphere, a cylinder or a capacitor with infinite parallel plates [41].

Fortunately, the advancement of numerical methods has permitted to obtain so-

lutions to those partial differential equations. From these, the Finite Element

Method (FEM) is the most spread among the electrical engineering.

2.1.2 Finite Element Method

The characteristic of FEM that has made it popular in the engineering applica-

tions is its capacity to solve problems with complex geometry. In the following

paragraphs, a brief description of the FEM theory is presented.

In its basic form, an elliptic partial differential equation can be expressed as a
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boundary problem. It has the form (2.5), where L is a differential operator, f is

the excitation function and ϕ is the unknown field [42].

Lϕ = f (2.5)

The boundary problem for two-dimensional geometries is shown in (2.6). The

coefficients αx, αy and βx characterize the medium and Ω represents the set of

points in the medium [42].

− ∂

∂x

(
αx
∂ϕ

∂x

)
− ∂

∂y

(
αy
∂ϕ

∂y

)
+ βϕ = f

(x, y) ∈ Ω

(2.6)

The problem is complemented by the boundary conditions (2.7). On the bound-

ary Γ1 the value p is set for the field ϕ, this conditions is known as Dirichlet

boundary condition. On Γ2, the behavior of the angle of the going out field ϕ

with respect to Γ2 on each point is established. The presence of the unit vectors

x̂, ŷ indicates that the expression between brackets is the scalar product be-

tween the vector of the material characteristics and the divergence of the field.

The unit vector n̂ represents the direction of the normal vector to the boundary.

This boundary condition on Γ2 is known as the Neumann boundary condition.

It is worth to note that the boundary conditions cause the existence of a unique

solution for the problem; without the specification of at least one boundary con-

dition, the problem would have infinite solutions.

ϕ = p on Γ1
(
αx
∂ϕ

∂x
x̂+ αy

∂ϕ

∂y
ŷ

)
· n̂+ γϕ = q on Γ2

(2.7)
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It can be demonstrated that the boundary problem is equivalent to the variational

formulation given by (2.8), where F is given by (2.9) [42]. Note that the Neumann

boundary condition is included in the functional, whereas the Dirichlet conditions

are imposed externally.

δF (ϕ) = 0

ϕ = p
(2.8)

F (ϕ) =
1

2

∫∫

Ω

[
αx

(
∂ϕ

∂x

)2

+ αy

(
∂ϕ

∂y

)2

+ βϕ2

]
dΩ+

∫

Γ2

(γ
2
ϕ2 − qϕ

)
dΓ−

∫∫

Ω

fϕ dΩ

(2.9)

FEM is performed in the following steps [43]:

❐ Discretization of the domain: For two-dimensional problems, the elements

are usually triangles.

❐ Define the interpolation functions: The linear interpolation is the simplest

function to be implemented.

❐ Incorporation of the boundary condition.

The field ϕ within an element e is (2.10), when approximated by a linear function

interpolation. The coefficients a, b and c depend on the geometry of the dis-

cretization, i.e. on the position of the vertices and on the area of each element.

ϕe(x, y) = ae + bexe + ceye (2.10)

Although not an obligatory requisite, it is recommended that the parameters αx,
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αy, β and f are constant inside each element. In that way, the implementation

of the method is easier.

After finding the extreme of the variational F , i.e. after applying (2.8) to (2.9),

and with some algebraic treatment, the matrix K and the vector b can be con-

structed by (2.11) and (2.12), where i and j denote the matrix row and the

column respectively, △e is the area of the element e, and δij is the Kronecker

delta.

Ke
ij =

1

4△e

(
αe
xb

e
i b

e
j + αe

yc
e
i c

e
j

)
+
△e

12
βe (1 + δij) (2.11)

bei =
△e

3
fe (2.12)

Finally, the matrix equation (2.13) is obtained. A detailed exposition of the

derivation of the equation is presented by Jin Jian Ming [42].

Kϕ = b (2.13)

2.1.3 FEM Applied to Magnetostatics

In two-dimensional problems, the current is taken as directed along the z axis.

In agreement with (2.3), the magnetic vector potential has the same direction

to the current density, therefore, A also has only a z component. Thus, the

Poisson equation is expressed as (2.14). Developing this equation in rectangular

coordinates x and y, (2.15) is obtained.
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∇×
(

1

µr
∇×Az ẑ

)
= −µ0Jz ẑ (2.14)

− ∂

∂x

(
1

µr

∂Az

∂x

)
− ∂

∂y

(
1

µr

∂Az

∂y

)
= µ0Jz (2.15)

Therefore, the magnetostatics equation has the form of a boundary problem and

can be solved by FEM if the varaibles are set according to (2.16).

αx = αy =
1

µr

ϕ = Az

f = −µ0Jz

(2.16)

2.1.4 Iterations in FEM

The discretization should be enough to get results approximate to the actual

phenomenon. If the discretization has too little points, the approximation of the

method will give results far from the actual values. On the other hand, if there are

too many points, the internal treatment of the matrices will be computationally

expensive, and sometimes they will even make the problem impossible to be

solved.

FEM looks for a good level of discretization. For that purpose, the method be-

gins with an approximate discretization, according to the geometry of the prob-

lem [44]. For example, there will be more points in regions with corners or where

the geometry abruptly changes.

After the initial discretization, FEM runs a simulation and finds the first results,
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i.e. the first values of the magnetic vector potential Az for the case of the power

transformer. Then, there are two options to verify the goodness of the discretiza-

tion:

1. To compare the values of Az in the vertices of each triangle. If they are

too different, a denser discretization is created in that region. Then a new

simulation is performed, and the process is repeated until some tolerance

is achieved [45].

2. To compare the values of Az for two simulations, with the second dis-

cretization denser than the first one. If the results are too different, a third

discretization, denser than the second, is performed, and a new simulation

is run. The comparison and the creation of new discretization continues

until a tolerance is achieved [44].

Therefore, independent of the method followed for evaluating the discretization,

an iterative process is followed. On each iteration, a matrix equation is solved.

In the case of power transformers, the nonlinear characteristic of the core per-

meability worsens the discretization procedure. The boundary problem includes

the permeability, and some values are assumed at the beginning. Then the

results for the magnetic induction are obtained, but these results may not cor-

respond to the permeability assumed, according to the saturation curve. As a

consequence, a new permeability is obtained, closer to the magnetic field found

before, and a new simulation is run. The process continues until the magnetic

induction and the permeability agree to what is expected from the saturation

curve.

In summary, there exist iterations for both the discretization and the saturation

curve. Due to these iterations, FEM takes a lot of time for each electrical current
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state. When the objective is to evaluate the forces or the mechanical stresses

for the worst condition, this amount of spent time is not an issue. However, if the

required analysis is to be used in a continuous basis, like the fatigue analysis of

this research, FEM is not suitable, and a new method must be developed.

2.2 MECHANICAL STRESS

By FEM the magnetic induction and the electromagnetic force are calculated.

The power transformer must be designed to withstand the highest forces. The

possible required actions include variations in the internal dimensions and the

use of stronger supports in the winding structure. It is expected that the trans-

former winding will not suffer any deformation after the completion of the design.

A side consequence of the transformer design, and the final winding support

structure, is that there is no vertical movement of the winding disks, at least

under the design operating conditions. There is only one degree of freedom in

the expansion of the disks, which corresponds to the radial forces.

For that reason, only the mechanical stresses caused by radial forces were con-

sidered for fatigue analysis. Note that even if vertical forces were unbalanced

(i.e. not nullified by the structure supports), the direct effect would be a vertical

movement of the disk, and not a fatigue damage. On the other hand, for radial

forces, there is no structure that contains the movement of the disk. The result

is a constant expansion and compression of the conductor, with all the fatigue

effects.

With the previous considerations, the winding disk was modeled as a ring as

shown in Figure 2.2. When the radius of the disk is much greater than the

radius of the conductor, the mechanical stress σ can be calculated by (2.17)
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and (2.18) [46], where fr is the radial force, Rring is the radius of the equivalent

ring, P is the cross-sectional force, and Sc is the cross-section of the conductor.

Rring

PP

fr

Figure 2.2: Ring model for the determination of the cross sectional force in a winding
disk.

P = fr ·Rring (2.17)

σ =
P

Sc
(2.18)

2.3 RANDOM FORESTS

2.3.1 Machine Learning Basics

Random forests belong to the set of Machine Learning tools. Machine learning is

understood as the process where a computer system can learn from past data.
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The learning may refer to discovering patterns or relationships in the existing

data [47].

The problems treated by machine learning are of two types: classification and

regression problems. Classification problems are related to categorical vari-

ables, those that belong to a finite set and cannot be ordered. On the other

hand, regression problems handle numerical variables, which are ordered and

belong to the set of real numbers R [48].

Random forests are of the supervised learning type. As that, it needs the ex-

istence of input variables or features that are part of input vectors or instances,

and output vectors or targets [49]. From those input/output data, the learning

process proceeds until a model is found.

The input/output data form the learning set L. The elements of this set come in

pairs of vectors (xi, yi). The vector xi is an instance of the input data and the

vector yi is an instance of the output data.

If X is the matrix containing all the instances xi, and Y is the matrix containing

all the targets yi, the learning process can be defined as finding a function φL

modeling the relation between X and Y from the learning set L.

The generalization error err of the function φL is defined by (2.19). In other

words, the error is the expected value E of some function L that measures the

difference between the output and the function φ of the model. Note also that

the error depends on the learning set. A different learning set would yield a

different error.

err(φL) = E {L(y, φL(x))} (2.19)
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For regression problems, the most common function L is the squared error de-

fined by (2.20) [50], [51].

L = [y − φL(x)]
2 (2.20)

The learning set L does not contain all the possible cases of the problem or

phenomenon to be modeled. Actually, the elements are probabilistically chosen.

Thus, if the probability distribution function were known, (2.19) would give the

error for the whole set of instances in the problem [52]. But, as it is usually the

case in regression problems, the set of instances is infinite, and so the error as

formulated in (2.19) it cannot be exactly calculated. It is worth noting that the

interest is settled in knowing the generalized error, i.e. the error involving the

data not only in L but also in those possible cases outside L.

The simplest method to determine the generalized error is to assume that the

error comes from the learning process [52]. This is not a good assumption; this

is a too optimistic error, since it is minimized during the training process.

Another method, which is mostly used in machine learning design, is to divide

the learning set into training and testing sets. Only the training set is used

as a reference for the learning process [53]. Then the generalization error of

the model is calculated by making predictions in the testing set. Sometimes

the testing error is calculated during training, so that the process finishes when

the testing error begins to rise. This technique is known as early stopping. A

drawback of this method of calculating the generalized error is the reduction in

the number of samples to train the model because 10% to 30% of the whole

learning set is taken as testing data [52].

Independently of the model or the machine learning technique employed, there
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is a minimum error value that cannot be reduced. Moreover, this error could

be determined only if the true function is known, which is never the case. The

model that has the minimum error value is known as the bias model φB [54].

In spite of the impossibility of obtaining φB , an approximate model can be found

by varying some variables at hand, depending on the machine learning tool.

These variables that the designer can vary are known as hyperparameters [55].

The process of finding the best combination of hyperparameters is a determinis-

tic procedure. Some authors suggest using a grid to form the combinations [56],

[57], while others propose the use of random variables with or without using the

Monte Carlo method [58], [59]. In any case, the designer of the machine learn-

ing model must be aware that the model should not be too simple, neither too

complex.

If the model is too simple, it is wasting information kept in the learning set, and

the model is not close to the bayes model. When this is the case, the design

has fallen in underfitting [52].

If the model is too complex, the function is representing the relation between the

input and output data, together with the noise in the data. As a consequence,

the model fits too well the output signal, but it poorly models data outside the

learning set, i.e. the model is overfitting [52].

During the design, the complexity of the model can be monitored by examining

the behavior of the training and testing error. When the model is too simple,

both errors are high. As long as the complexity increases, both errors decrease

until they reach a point where the training error continues decreasing, but the

testing error begins to increase. This is the optimal point of the design, where

the complexity of the model has reached a balance, and is the point that marks

the early stopping, beyond which it is not recommended to continue the training
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process [60], [61]. If the model becomes is too complex, the training error is

very low and the testing error is high.

2.3.2 Decision Trees

The machine learning methods can be divided in parametric and non-parametric.

Parametric methods are those in which the designer makes previous assump-

tions about the model. For example, if a linear regression model has been cho-

sen, the designer decides the degree of the polynomial, the number of terms,

and the like. Hence, linear regression is parametric [62].

On the other hand, in non-parametric models, no previous assumption is made.

The size of the model or the inner parameters are decided by the algorithm itself.

The decision trees method is non-parametric. Except when used as stopping

criteria, there is no limitation regarding the number of leafs or elements inside

each branch [63].

Another characteristic of decision trees is that they are easy to be interpreted.

In other machine learning models, it may happen that they become black boxes

which nobody knows what is inside. This happens, for example, in artificial

neural networks. On the other hand, as decision trees are formed by nodes of

decisions, once they are created, it is easy to follow the logic inside the model.

Some definitions related with decision trees are

Tree Graph whose nodes are connected by only one path.

Parent Node that is connected downwards to a child node.

Root Node that has children but not a parent.
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Leaf Node that has a parent but no children.

Internal Node Node that has a parent and children.

Thus, a decision tree is one with the following characteristics:

❐ It has a root node.

❐ The root node contains all the input data.

❐ The intermediate nodes contain subsets of the input data according to

rules given on each previous node.

❐ The leaf node sets the input data in a place where the output data can be

obtained.

Figure 2.3 gives an example of a decision tree. It models the function f(x) =

x2. Although this is a basic function, it helps in clarifying some principles that

have been defined. The tree is constructed so that, at the end, three subsets

are formed, thereby there are three leaves. If, for example, the prediction of

x = 0.3 is desired, the path followed by the model would be (1) to the left in

nd0 and (2) to the right in nd1, therefore f(x) = 3.64 · 10−2. The actual value

is f(x) = 9 · 10−2. Following the prediction procedure of the example, it can

be visualized why decision trees models are considered more interpretable than

other machine learning types, black box models, such as deep neural networks

or support vector machines.

There are some things that could be seen in Figure 2.3 that characterize a de-

cision tree. First, the output value for regression problems is the average of the

set of outputs according to the input values in the leaf. This is a limitation for

decision trees models, because it means a discrete output. Second, the deeper
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nd0

nd1 nd2

nd3 nd4

x > 0.5

x > 0.25

no yes

no yes

2.91 · 10−1

5.21 · 10−3 3.64 · 10−2

Figure 2.3: Example of a decision tree for the function f(x) = x2. nd0 is the root node,
nd1 is an intermediate node, and nd2, nd3 and nd4 are the leaves.

the layers, the more accurate is the model. This is a consequence of the pre-

vious characteristic because if there are more output subsets, the discretization

will be closer to the actual value. Finally, not all the branches in the tree have

the same deepness. In the example, the leave nd2 is directly connected to the

root node nd0, whereas the other two leaves nd3 and nd4 are connected to an

intermediate node nd1.

The training process of a decision tree consists in finding the optimal structure

in regard to the number of nodes and the deepness of the tree [52]. In other

words, the training process looks for the smallest possible tree that represents

the problem. This objective is directly related to the split criteria executed on

each node.

Formally speaking, when the loss is defined as the squared error (2.20), the
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value on each leave is defined as the mean value of the outputs corresponding

to the inputs that fall into that leave (2.21) [52]. Note in the equation that the

learning set has been reduced so that only the learning points of each node

belong to it.

ynd =
1

Nnd

∑

x,y∈Lnd

y (2.21)

If the number of branches and leaves of the decision tree is unlimited, there is a

point where each leave will represent an individual point of the training set. This

model would have a zero training error because each element of the training

set would be represented on at least one leaf. However, the noise in the signal

would also be represented, and the model would not be prepared to predict

values outside the learning set. In other words, the model has the problem of

overfitting.

In order to avoid overfitting, the training must stop, i.e. none of the nodes is

any longer divided, at some adequate point. In practice, a node is not split and

becomes a leave under the following circumstances [52]:

1. When all the output values ynd in the node are the same. In this condi-

tion, no split criterion could be deduced because the impurities cannot be

differentiated. A particular case of this condition is when the number of

elements in the leave is one.

2. When all the input values xnd in the node are the same. In this condition,

no split criterion could be applied.

3. If the designer has set a minimum number of samples in the nodes and

the node has reached that number.
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4. If the designer sets a maximum number of nodes that could be followed

in the decision path. In other words, if a maximum depth has been pre-

established.

5. If the designer has set a minimum decrease in impurity for the node.

6. If the designer has set a minimum number of samples in the resulting

leaves after the split.

The first two conditions result naturally from the training process and cannot be

controlled. The other conditions can be controlled and are useful to obtain an

optimal model, avoiding too simple or too complex models.

In regression problems where the accuracy is measured by the squared error,

the impurity of a node impnd is evaluated by the variance of ynd (2.22), where ŷ

is the mean value of the outputs in the node [52].

impnd =
1

Nnd

∑

x,y∈Lnd

(ynd − ŷnd)2 (2.22)

When the phenomenon to be modeled has multiple outputs, there may be two

options: (1) Build one decision tree for each output or (2) Create a single model

for all outputs. The first option is easier to understand, but has the main dis-

advantage of losing information about correlations that may exist between the

outputs [64]. Furthermore, the time of design and execution of the model would

increase. As long as possible, the second option must be followed. For multiple

output models, the measure of impurity is the mean value of the impurities for

each output, and the optimal split is determined in base of that value.
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2.3.3 Random Forests as Ensemble Systems

It is commonly known in machine learning theory that the error of a model can

be expressed in three terms: the noise error, the bias and the variance. For

models created from different learning sets for the same problem, the expected

value of the error is (2.23) [52], [65]. The definition of the three terms is shown

in (2.24).

EL{err [φL(x)]} = noise(x) + bias2(x) + var(x) (2.23)

noise(x) = err [φB(x)]

bias2(x) = [φB(x)− EL{φL(x)}]2

var(x) = EL

{
[EL {φL(x)} − φL(x)]

2
}

(2.24)

The noise is the error of the bayesian model, i.e. it is the minimum error which

cannot be eliminated or reduced [54]. The bias is the error of the machine

learning model in regard to the bayesian model. The variance measures the

difference between models created from different learning sets.

In general, simple models have high bias and low variance. For their sim-

ple nature, the models have only a slight variation when the learning set is

changed [65]. However, they are far from the bayesian model.

On the other hand, complex models try to be closer to the learning set. For that

reason, when the learning set is changed, so does the model. Thus, complex

models have low bias but high variance.

Therefore, the designer looks for a model which is balanced in variance and
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bias. Too high variance means overfitting, and too high bias means underfitting.

The ideal situation would be to have a model with low bias and that does not

increase the variance while becoming more complex. For decision trees alone,

that model is not possible. However, if different decision trees are combined to

work together, such as in ensemble systems, a model closer to ideal could be

obtained. That is the main characteristic of Random Forests (RF) [52].

RF are ensemble systems whose units are formed by decision trees. Each

decision tree is built according to random generation of hyperparameters. If ξ

is a particular set of hyperparameters for a single decision tree (e.g. maximum

depth, minimum decrease of impurity, etc.), the expected value of the error of the

model will now depend on the learning set L as well as on ξ, as shown in (2.25)

and in (2.26).

EL,ξ{err [φL,ξ(x)]} = noise(x) + bias2(x) + var(x) (2.25)

noise(x) = err [φB(x)]

bias2(x) = [φB(x)− EL,ξ{φL,ξ(x)}]2

var(x) = EL,ξ

{
[EL,ξ {φL,ξ(x)} − φL,ξ(x)]

2
}

(2.26)

The output value of a random forest is the mean value of the outputs from the

decision trees. For instance, if there are M models created from different hyper-

parameters ξ, the output value is given by (2.27) [52].

ψL,ξ1,...,ξM (x) =
1

M

M∑

m=1

φL,ξm(x) (2.27)
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In regard to the noise, it can be seen in (2.26) that the noise of the RF is the

same as that of the individual decision trees. This characteristic agrees with

the definition of the bayesian model, which contains the minimum error for the

phenomenon.

In the bias, the term EL,ξ{φL,ξ(x)}, when considering different combinations

of ξm, has the same form of (2.24). Thereby, the bias does not change when

combining the decision trees in a random forest.

For the analysis of the variance, first of all the Pearson’s correlation coefficient

ρ(x) is defined by (2.28) [66] when determined for two models built from hy-

perparameters ξ1 and ξ2, where µL,ξ(x) and σ2
L,ξ(x) is the mean value and the

variance respectively of the distribution of the random forests models accord-

ing to the learning set L and the variation of hyperparameters ξ. A ρ(x) close

to one means that the models are very related, i.e. there is not too much ran-

domness in the creation of the hyperparameters. Otherwise, if ρ(x) is close to

zero, the models are not related at all, i.e. the randomness in the creation of

hyperparameters is high [52].

ρ(x) =
EL,ξ1,ξ2{φL,ξ1(x) · φL,ξ2(x)} − µ2

L,ξ(x)

σ2
L,ξ(x)

(2.28)

Thus, it can be demonstrated that the variance of ψL,ξ1,...,ξM (x) can be ex-

pressed as (2.29). If the randomness is low, ρ(x) is close to one and only the

first term of the equation remains. Thereby, the variance of the whole ensem-

ble random forest model is about the same as the individual decision trees, and

there is no advantage in using random forests. On the other hand, if the ran-

domness is high, ρ(x) is close to zero, and only the second term remains. If the

quantity of decision trees used M is high, the variance is very reduced in regard
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to the variance of single decision trees.

var(x) = ρ(x) · σ2
L,ξ(x) +

1− ρ(x)
M

· σ2
L,ξ(x) (2.29)

In conclusion, if the designer is careful about the correlation between the indi-

vidual decision trees models, the utilization of random forests achieves the initial

objective of getting a model with low variation in the bias and reduction in the

variance. This is the main advantage of using random forests. As a complemen-

tary gain, the use of random forests allow the reduction in the discreteness of

the outputs, due to the use of the mean value in the final output.

2.4 FATIGUE CUMMULATIVE DAMAGE

2.4.1 Strain - Stress Curves

A body subjected to the action of a force F is also subjected to the action of

a mechanical stress S, (2.30), where A0 is the cross-sectional area before the

force is applied [67]. S is also known as the nominal engineering stress [68],

which is different from the true stress that accounts for the variation of the area.

This expression is not complete since in reality the stress is a tensor [69]. How-

ever, in this work only a scalar analysis is performed because only the axial

component is considered.

S = F/A0 (2.30)

On the other hand, the tensile stress causes an extension of the body. If l0 is the
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original length and l is the length after applying the stress, the strain is defined

by (2.31) [70].

ε =
l − l0
l0

(2.31)

In Figure 2.4, the different zones of the stress-strain relationship are shown [71].

Until the point of proportional limit (pl), the relation is linear and can be ex-

pressed as the Hooke’s law (2.32), where E is the Young’s modulus or modulus

of elasticity. The point el represents the elastic limit, where the body can re-

turn to its original length if the stress is withdrawn. Beyond the elastic limit, the

behavior of the material is plastic and cannot return as original even when the

action of the stress is gone. Sy is the yield strength, usually taken as the refer-

ence to trace the line to get the yield point. The yield strength line is parallel to

the proportional limit of the stress-strain curve, i.e. the slope is the same Young

modulus. The point Su deserves especial attention because it is important in the

determination of the SN curve. It marks the maximum stress the material can

reach in the stress-strain curve.

At this point, it is worth to make a distinction between strength and stress.

Strength is an intrinsic property of a material and does not depend on the exter-

nal conditions, for instance, there is the yielding strength, the ultimate strength,

etc. In this research, the strength is symbolized by the letter S. On the other

hand, the stress is part of the system where the material element is installed. To

be clearer, the strength is always part of the element, it exists even before the

element is installed in the equipment. In contrast, the stress only appears when

the element is installed or is already working. The stress is symbolized by the

Greek letter σ.
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Figure 2.4: Zones of the stress - strain curve. The proportional limit is located until the
point pl. The elastic limit is marked by the point el. Sy is the yield strength, from which
the yield line is drawn to get the offset point. Su is the ultimate strength.

σ = Eε (2.32)
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2.4.2 Fatigue Fundamentals

The phenomenon where a body is destroyed by the continuous action of a me-

chanical stress is known as fatigue [72]. It is important to note that the action

must be continuous. This characteristic implies a dynamical effect. A big differ-

ence between a dynamic and a static failure is that the latter is usually visible

and sometimes could be prevented with a good inspection. On the other hand,

the dynamic failure is invisible until the material has already been broken.

The fatigue damage is produced in three stages, as Figure 2.5 sketches [73].

Firstly, one or more microcracks are initiated. These microcracks cannot be

seen at plain sight, and often appear in places with notches. Some beach marks

are present as seen in Figure 2.5a. In Stage Two, the stress is concentrated

in the microcracks, thus increasing their size and the extension of the beach

marks, Figure 2.5b. Finally, at Stage Three, the beach marks occupy most of

the body’s cross section, and the fracture occurs. In Figure 2.5c it could be seen

the filled area where the fracture is produced. When evaluating a fatigue failure,

the inspectors can recognize the beach marks and the area with the fracture.

(a) Stage I (b) Stage II (c) Stage III

Figure 2.5: Fatigue stages.

The factors that may accelerate the crack propagation are [74]
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1. Residual tensile stress

2. Corrosive environment

3. Elevated temperatures

4. Temperature cycling

5. High-frequency cycling

From them, the last three are clearly part of the operating conditions of a power

transformer. Firstly, the temperature around the windings when the transformer

is working at rated load is 110◦ [24]. Secondly, in regard to the power load, it is

not constant and, as a consequence, the temperature is subjected to variations

from hour to hour [75]. Finally, the mechanical forces vary at twice the power

frequency (e.g. 120 Hz in a 60 Hz power system) and so does the mechanical

stresses.

2.4.3 Basics of Stress-Life Analysis

In a stress based test to determine the fatigue characteristics, the sample is

subjected to cycles of constant stress until it is broken [76]. The locus formed by

the pair number of cycles - stress is known as SN curve. Once the SN curve is

obtained for a determined material, it can be used to perform a fatigue analysis.

The determination of the SN curve is a statistical phenomenon. Multiple samples

are subjected to the test and the curve with the 50 % of probability of occurrence

is generally published for future use [77].

The SN tests begin with a stress a little lower than Su. Then, the value of stress is

reduced and the SN curve is sketched [76]. Some metals present a lower limit,
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known as endurance limit Se, under which no fracture is presented no matter

how many cycles of stress are applied [78]. Nonetheless, nonferrous metals,

such as copper or aluminum, do not have Se [68]. An example of an SN curve

in a log-log scale can be seen in Figure 2.6.

100 102 104 106 108

Se

S103

Su

Number of Cycles

S
tr
en

gt
h

Low Cycle Fatigue
High Cycle Fatigue

Figure 2.6: SN curve. The low cycle is located in 1 < N < 103 whereas the high cycle
in N > 103. For ferrous metals, the endurance limit Se is located at N = 106 or N = 107.

Those events where the cumulative fatigue damage happens between N = 1

and N = 103 cycles are known as low cycle fatigue. They are characterized by

a relative high mechanical stress and a little difference in regard to Su [79].

For N > 103, the phenomenon is known as high cycle fatigue. In the SN curve, it

is represented by the Basquin’s formulation (2.33) [80], where Sf is the strength

where the fracture occurs, and Nf is the corresponding number of cycles to

43



failure. The coefficient a is the strength to fracture for one cycle, i.e., it coincides

with Su, and the exponent b is the slope when the function is graphed in a log-log

scale. This expression has the advantage that in a log-log graph, it has the form

of a straight line, as seen in (2.34). In Section 3 this formulation is used to find

an approximate SN curve.

Sf = a ·N b
f (2.33)

log10 Sf = log10 a+ b · log10N (2.34)

2.4.4 SN Curve Modifying Factors

The SN curve found from experimental tests is valid for laboratory conditions.

If possible, for mechanical design, the curve must be found in the conditions

of operation, including the shape of the piece of the equipment. However, that

is not generally viable. Hence, the SN curve must be modified to have a closer

representation of the actual phenomenon. The common way to modify the curve

is to use (2.35) to the high frequency stress limit S′
e, usually located at N = 107

cycles.

Se = ksf · kT · ksh · krel · kmisc · S′
e (2.35)

The meaning of the factors is as follows: ksf is the finished surface factor, kT rep-

resents the temperature, ksh considers the shape and size of the element, krel is

the reliability factor, kmisc is the miscellaneous factor. In the ongoing paragraphs,
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Table 2.1: Variables for the determination of the surface factor [82].

Surface Finish α β

Ground 1.58 -0.085
Machine or cold-drawn 4.51 -0.265

Hot rolled 57.7 -0.718
As forged 272 -0.995

a detail of these factors is given.

2.4.4.1 Surface Condition

When a specimen is tested in laboratory, it has a perfectly polished surface, a

characteristic that is known as mirror polished. When the same material of the

specimen is used in a piece of a machine, it may not have the same finished

surface because the piece may have imperfections [68].

According to Noll et al., the factor of the surface finish could be expressed

as (2.36) [81]. The variables α and β, when Su is in MPa are related to the

manufacturing process according to Table 2.1 [82]. For the case of copper used

in power transformers, it is generally hot rolled [83].

ksf = α · Sβ
u (2.36)

2.4.4.2 Size and shape

The effect of size and shape is evident in bending and torsional stresses. In

winding conductors, the stress is located perpendicular to the cross-section,

thus, it could be taken as an axial stress [68]. For that reason, the size does not
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have a direct effect on the SN curve, and ksh could be taken as 1.

2.4.4.3 Type of Loading

The SN curves are typically obtained by test performed in the R.R. Moore ma-

chine. These tests apply bending tests. To adapt the results to the different type

of loads: bending, torsional or axial, the factor kL is included. For stress acting

in the axial direction, the factor is 0.85 [82]. This value is the average of various

tests and statistical comparisons between the results.

2.4.4.4 Temperature

If the temperature is too low, a ductile material becomes a little brittle, i.e. it

has a higher tendency to be broken, instead of stretched. On the other hand,

if the temperature is too high, the yielding point of the metal suffers variations.

These effects are included in the SN curve through the factor kT. For 100◦ the

kT =1.02 [82], which could be employed considering a rated load.

2.4.4.5 Reliability

The test for stress-strain and SN curves are not deterministic. They are per-

formed in several samples and the published results are those with a 50% of

probability. From a security point of view, this probability is too low because

it would mean that the analysis performed have a probability of 50% of being

accurate. In a mechanical device, that could be catastrophic.

In order to have more accurate results, a higher probability of analysis can be

46



Table 2.2: Values of Za according to the reliability.

Reliability Za

0.9 1.288
0.99 2.326

0.999 3.091
0.9999 3.719

used. Considering a normal distribution with an 8% [84] of deviation, the factor

krel is found by (2.37). Za represents the Z distribution, which depends on the

level of reliability desired, as shown in Table 2.2 for values greater than 90%.

krel = 1− 0.08 · Za (2.37)

2.4.4.6 Miscellaneous Effects

The last factor kmisc accounts for those effects not included in the other fac-

tors [82]. These effects could be

❐ Static stress

❐ Electrolyte concentration

❐ Dissolved oxygen in electrolyte

❐ Local crevices

❐ Mechanical frequency

Static stress refers to the existence of a tension or compression that is constantly

applied to the body. Note that it is not the mean value of the stress signal. The
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static stress exists by itself, independent of the external forces. That could be

the case, for example, of a compressed spring.

The electrolyte concentration and the dissolved oxygen in the electrolyte are

part of liquids or the medium surrounding the body. Finally, the local crevices

are holes or gaps that could exist inside the material. None of those phenomena

are generally present in the winding conductors.

The only direct effect that could affect the power transformer windings is the

mechanical frequency of the stress. The frequency, combined with the tempera-

ture surrounding the conductor material, may accelerate the propagation of the

internal cracks. A factor kmisc = 0.5 is considered as an average effect [73].

2.4.5 Cumulative Damage Evaluation Techniques

For the evaluation of the fatigue damage, the damage index D, for one cycle of

a given stress, is defined by (2.38), where Nf is the number of cycles to failure,

and n is the number of cycles the stress acts over the body.

D =
n

Nf
(2.38)

2.4.5.1 Palmgren-Miner Rule

The most known and used method to perform a fatigue analysis for variable

stresses is the Palmgren-Miner rule, also known as the Miner’s rule [85]. Say,

for example, that there are two levels of stress that have acted over a body, as

shown in Figure 2.7. Besides, in the SN curve, the stress levels and the number
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of cycles to failure are related as shown in Figure 2.8. Thereby, D is calculated

by (2.39).

S1

S2

n1 n2
Figure 2.7: Variable stress. S1 acts during n1 cycles whereas S2 during n2 cycles

D =
n1
N1

+
n2
N2

(2.39)

Generalizing for multiple stresses, the Miner’s rule is expressed as (2.40).

D =
∑

i

ni
Ni

(2.40)

This formulation has two drawbacks [86]: (1) It does not make any distinction

in the order of the stresses. (2) In the real phenomenon, the effects of high

stresses are different from the effects of low stresses, in regard to the devel-

opment of cracks and notches; Miner’s rule cannot distinguish between those
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S1

S2

N1 N2

Figure 2.8: SN curve for the hypothetical case. If S1 is applied constantly, there is failure
after N1 cycles. Similar situation happens if S2 is applied during N2 cycles.

stresses.
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3 METHODOLOGY

3.1 SCOPE OF THE RESEARCH

It was seen in previous chapters that little research has been done in regard

to the effects of the mechanical stress on power transformer windings. The

studies have been focused on the effects of stresses due to the energization

of power transformers, or in the variation of the stress when the parameters

of an electrical fault are changed. The effects of the mechanical stresses in

power transformers’ lifespan has not been treated. Thus, this research started

as exploratory, and as the theory has been developed, the research became

descriptive, quantitatively detailing the stresses values and the reduction of the

power transformer’s life according to the electrical faults in the system.

The research is not performed using actual measurements. Rather, the evalua-

tion is made through simulations of the behavior of electromagnetic forces cor-

responding to a set of currents circulating through the transformer windings. In

addition to that, the currents are also a result of simulated conditions of a power

system. Therefore, the research is experimental with controlled conditions.

The tasks that were performed during the development of the research are
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❐ Evaluation of the reduction in power transformer lifespan when the trans-

former is working under rated load and when it is affected by power system

faults and inrush currents.

❐ Comparison of the lifespan of the winding conductors and the lifespan of

insulation, under the assumption that the transformer is working with the

load condition, and with the reliability indexes given by the IEEE Reliability

Test System [87].

❐ Comparison of the lifespan of aluminum and copper winding conductors

from a fatigue analysis point of view.

❐ Comparison of the fatigue analysis results from Miner’s rule and the Dam-

age Transfer Concept methods.

In the evaluation of the lifespan considering rated load and mechanical stresses,

a variation of the fault conditions, such as magnitude and fault impedance, were

included. The mechanical stresses were obtained by using a combination of

FEMM and Python, where the geometry of the transformer was given as data.

The same tools were used for the comparison of aluminum and copper windings.

In regard to the simulations of faults according to reliability indexes, the load

conditions were included in a power flow analysis so that the loading of the

transformer varies depending on each week of the year, day, or hour. To auto-

mate this process, a Python script was developed. The fault currents were also

part of this script so that the current magnitude could be used in the determina-

tion of the mechanical stresses. As this process simulates a real time operation,

a faster method to calculate the mechanical stresses was developed through the

use of random forests.

For the comparison of the Miner’s rule and the Damage Transfer Concept, a
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script was developed in Python, besides the use of FEMM.

The order in which the study was developed is

1. The effect of the winding material was evaluated using the Miner’s rule.

The material with less lifespan regarding the fatigue effects is chosen for

the next steps.

2. The Miner’s rule and the DTC were compared for low ultimate strength

values and without fault events because the DTC was unstable for the

latter.

3. The operation of the power transformer was assessed along the years until

damage for fatigue is achieved. The results of the power flow, the random

forests and the Miner’s rule were used for this step.

With respect to the limitations, this study did not contemplate the following is-

sues:

❐ Variations of the insulation lifespan due to transformer overloads.

❐ Variations in the power transformer capacity. Only one transformer of the

IEEE Reliability Test was analyzed.

❐ Variations in the power transformer design. Hence, the dimensions of both

aluminum and copper windings are constant during the whole study.

❐ Only the SN curve obtained with the simplified method was used during

the fatigue analysis. Non-experimental curve was employed.

A flowchart that summarizes the procedure of analysis is shown in Figure 3.1.
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Figure 3.1: Procedure of Analysis

3.2 DESCRIPTION OF THE POWER SYSTEM AND POWER

TRANSFORMER

3.2.1 IEEE Reliability Power Test System

In order to evaluate the effect of the mechanical stresses during the transformer

lifetime, operating and fault conditions in a power system were simulated. The
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IEEE reliability power test system was used for this purpose [87], see Figure 3.2.
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Figure 3.2: IEEE Reliability Power Test System

Among other information, the IEEE reliability power test system has the following

data:
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Table 3.1: Power Transformer Characteristics

Variable Value Unit
Rated Capacity 400 MVA

High Voltage 230 kV
Low Voltage 138 kV

Leakage Impedance 0.0023 + j0.0839 pu (100 MVA base)
Type Three - Phase

❐ Reliability indexes of the components of the system.

❐ Load characteristics in a season, weekly, daily, and hourly basis.

❐ Capacity of the generating units.

Therefore, the operating conditions of the power transformer could be simulated

under normal and fault conditions.

3.2.2 Power Transformer

From the IEEE Power System, the transformer connected in buses 9 and 11 has

been chosen for the analysis. The characteristics of the transformer are shown

in Table 3.1.

For the copper windings, a current density of 3 A/mm2 was set, whereas for the

aluminum windings, the current density was 1.5 A/mm2. These values come

from typical power transformer designs [88]. The internal dimensions and char-

acteristics are shown in Tables 3.2, 3.3, and 3.4. In FEMM the disks were con-

sidered as one body, so that the forces are calculated as an average of the set

of conductors that form the disk. The disks are equally spaced along the wind-

ing, and they are symmetrically located in the vertical directions in relation to
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Table 3.2: Low Voltage Winding Characteristics

Variable Copper Winding Aluminum Winding Unit
Number of Disks 100 110 u
Number of Turns 300 300 u

Disk Height 17 24 mm
Disk Width 100.5 142.5 mm

Inside diameter 1108 1323 mm
Winding Height 2740 3785 mm

Table 3.3: High Voltage Winding Characteristics

Variable Copper Winding Aluminum Winding Unit
Number of Disks 105 126 u
Number of Turns 500 500 u

Disk Height 13 19 mm
Disk Width 133 183 mm

Inside diameter 1429 1728 mm
Winding Height 2468 3719 mm

the core window. The designs were made so that both windings have about the

same height.

Table 3.4: Core Characteristics

Variable Copper Winding Aluminum Winding Unit
HV-HV separation 158 158 u

Limb-Limb Distance 1853 2252 u
Limb Diameter 958 1173 mm

Inner Window Height 3034 4079 mm
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3.3 ELECTRICAL CURRENT UNDER NORMAL AND FAULT

CONDITIONS

One of the goals is to simulate the power transformer operation working con-

ditions during its lifetime. Hence, periods of normal load and fault events must

exist. For the normal conditions, the IEEE test system is analyzed with power

flow simulations. A fault analysis is performed to get the conditions under fault

events.

3.3.1 Power Flow Analysis

The IEEE Reliability Test System gives the load variations for each of the 52

weeks, for each day of the week, and for each hour of the day. The weeks

are organized according to the four seasons of one year. The load is consid-

ered constant during each hour. In addition, workday loads are different from

weekend loads.

The Test System also gives the characteristics of the generation for each bus.

In some buses, the generation system is divided in units so that individual gen-

erator faults can be studied.

For a year with 365 days, there are 8760 hours. The same number of simulations

is needed to get the power transformer operation under normal conditions.

In order to simplify the analysis, the generation system on each bus is taken as

a whole unit. Bus 1 was considered as the slack bus. The generator in Bus 1

does not have the highest capacity, but it has been chosen as the slack bus for

facility of programming. Buses with generation were classified as PV buses and
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Table 3.5: Load Determination for the First Week, First Day and First Hour

Variable Value Unit
Total Base Load 2850 MW

Week Factor 86.2 %
Day Factor (Monday) 93 %

Hour Factor (00:00 - 01:00) 67 %
Final Load 1530 MW

Table 3.6: Load Sharing for each of the Generation Units

Bus Capacity Percentage Load Shared
(MW) (%) MW

1 192 5.64 86.27
2 192 5.64 86.27
7 300 8.81 134.80

13 591 17.36 265.56
15 215 6.31 96.61
16 155 4.55 69.65
18 400 11.75 179.74
21 400 11.75 179.74
22 300 8.81 134.80
23 660 19.38 296.56

the rest were PQ buses.

The generation on each PV bus was determined in proportion to the individual

capacity and according to the total demand. In order to clarify how the gen-

eration was shared, the procedure for the first week, first day and first hour is

detailed. In Table 3.5 the Load is calculated for the given week, day, and hour.

The final load results from the multiplication of the base load by the three factors.

The final load is shared among the generation plants according to its maximum

capacity, as shown in Table 3.6.

In the procedure, a PV bus remains as that even though the reactive power is

surpassed. This means that the reactive limits are not checked. The same situ-
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ation happens with the lines, whose limits are not evaluated on each simulation.

The reason for this criterion is that the variations in the power transformer load-

ing will not greatly affect the fatigue analysis, more so if the magnitude of the

fault currents is compared with that of normal operating conditions.

For the power flow analysis, a script was developed in Python. The Gauss-

Seidel method was used for the solution of the power flow equations. The tol-

erance for the iterations difference was 10−5 and a maximum of 200 iterations

were considered. The magnitude of the power flow through the transformer con-

nected between buses 9 and 11 for each hour was the only datum stored.

3.3.2 Fault Currents

Only three-phase fault currents were calculated, mainly due to two reasons:

❐ The lack of data in the IEEE Test System for the negative and zero se-

quence models.

❐ The conservative approach of the analysis since a three phase fault cur-

rent causes a higher effect on the derating of the winding conductor.

The fault current was determined by using the impedance bus matrix Zbus. The

original Zbus, i.e. for a normal operating system, was calculated through the

inversion of the admittance bus matrix Ybus that was used in the power flow

analysis, but modified by the inclusion of the subtransient impedance of the

generators.

Only faults on transmission lines or their correspondent terminal buses were

considered in the procedure. The currents that result from faults on buses are
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calculated directly from the original Zbus. The current I ′′9,11 through the trans-

former when Bus k is faulted, was calculated by (3.1) [89]. Vf is the prefault

voltage, considered as 1 pu. for simplification of the analysis. Zt is the leakage

impedance of the transformer. Z9k, Z11k, and Zkk are the 9th, 11th and kth row

elements of the kth column, under the assumption that the fault occurred on Bus

k.

I ′′9,11 = −Vf
Zt

(
Z9k − Z11k

Zkk

)
(3.1)

Equation (3.1) gives the steady RMS value of the fault current. However, for

fatigue analysis, the transient period is also required. For the simulation of the

transient period, the resistance and reactance characteristics of Zkk were as-

sumed.

When the fault occurs inside a line located between buses i and j, a new bus

must be created in the place where the fault is assumed. This activity requires

three steps:

1. Eliminate the line from Zbus by adding an impedance −Zb between Buses

i and j, where Zb is the impedance of the line to be eliminated.

2. Add an impedance α ·Zb from Bus i to a new Bus k, where α is the fraction

of the length of the line, representing the location of the fault measured

from Bus i.

3. Add an impedance (1− α) · Zb between Bus j and the new Bus k.

After the new bus has been created, the procedure is the same as before and

the current through the transformer can also be calculated by (3.1).
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3.3.3 Generation of Faults in the System

Faults are generated only on transmission lines. The frequency of faults de-

pends on the outage rate (faults per year) given by the IEEE Reliability Tests

System [87].

For the generation of faults, a Monte Carlo simulation was implemented. Two

values were required: (1) The time when each line is expected to have a fault,

and (2) the location of the fault.

For the time of fault occurrence Ti, the exponential function of probability was

assumed, so that the time could be obtained by (3.2) [90], where Ui is a random

number, and λi is the outage rate. Ti is given in years.

Ti = −
1

λi
lnUi (3.2)

A second random number is used to determine the fault location. If the line goes

from Bus i to Bus j, a random number of 0 means a fault at Bus i, and a random

number of 1 means a fault at Bus j. Random numbers between 0 and 1 mean

faults located between both buses.

3.4 DETERMINATION OF MECHANICAL STRESSES

There are two different types of applications when determining mechanical stres-

ses. In the first type, the mechanical stresses effects are analyzed individually,

as in an off-line situation; in this case, the force produced by a single value of

current is calculated. In the second type, the same effects are analyzed as if the
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forces are acting continually in the transformer windings, similar to an on-line

analysis, so the cummulative fatigue analysis is performed. Both types of analy-

sis have the electrical current circulating through the windings as the input data,

and the mechanical stress as the output data.

The electrical current has two distinct stages, the transient and the steady stage.

The transient stage represents the time from the first appearance of the fault to

its clearing through the protection system. The currents during this stage are

modeled by (3.3). ILV is the RMS current once the fault is in steady state, ω is

the angular frequency of the system, t is the time, ϕ is the angle representing

the fault starting point, θ is the angle between phases (120◦ in a three-phase

balanced system), λ = ωr/xl, where r and xl are the equivalent resistance and

inductive reactance seen by the fault. The high voltage current is determined

with the ratio of the respective windings because the fault current is by far higher

than the excitation current, and so, the latter can be neglected.

ia(t) = ILV ·
√
2 · [sin (ωt− ϕ) + sin(ϕ) · exp(−λt)]

ib(t) = ILV ·
√
2 · [sin (ωt− θ − ϕ) + sin(θ + ϕ) · exp(−λt)]

ic(t) = ILV ·
√
2 · [sin (ωt+ θ − ϕ) + sin(−θ + ϕ) · exp(−λt)]

(3.3)

For the duration of the transient stage, the operation of the protection was con-

sidered uniformly for all the faults with a backup time of 0.5 s as recommended

by Hewitson et al. [91].

For all the fatigue analyses, only the peaks of each period are used in the cal-

culation of the mechanical stresses because in that way the stresses can be

considered as those pulses represented in SN curves.
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3.4.1 Mechanical Stresses Using FEM

The FEM analysis of mechanical stresses and fatigue was applied when com-

paring the effects of fatigue in copper and aluminum.

For this case, the software FEMM (Finite element method magnetics Version

4.2) was used [92]. FEMM allows the simulation of magnetic fields when design

data is available, such as number of turns per disk, electrical current through the

windings, internal geometry of the transformer, etc. As a result of the simula-

tions, the magnetic induction is determined on each point of the medium. Finally,

FEMM has an algorithm to determine the average force per volume on each re-

gion formed during the construction of the internal geometry. In this research,

each disk was constructed as an independent region.

FEMM does not simulate time variable fields. Nonetheless, it can be used for

power frequency problems because the displacement current can be neglected

in those cases. Therefore, for each electrical current value, a different simulation

had to be performed. In order to automate the process, the library Pyfemm was

used. This library allows the interaction between FEMM and Python with all its

practical features.

An example of the Phase A transient current along with the resultant mechanical

stress is shown in Figure 3.3 and Figure 3.4. Note how the mechanical stress

has a frequency that doubles that of the electrical current.

3.4.2 Mechanical Stresses Using Random Forests

The random forests type of analysis is intended to simulate the operation of a

power transformer in actual conditions. Hence, the operation includes variations
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Figure 3.3: Transient current in Phase A.

of load and the existence of events, such as three-phase faults on the lines.

The simulations for random forests analysis are performed from the first ener-

gization to the end of life of the transformer. The number of simulations required

is huge and hence the speed of solution becomes important.

The finite element method that is generally used for this type of problems has

the disadvantage of needing a considerable computational time to get one solu-

tion. The necessity of handling matrices, and the need of iterations makes it not

suitable when the speed of solution is essential.

For that reason, a new faster method was to be found. In this research, numer-
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Figure 3.4: Mechanical stress correspondent to the transient current in Phase A.

ical experiments were made to find a faster method among machine learning

tools.

It has been demonstrated that when comparing four machine learning tech-

niques, namely linear regression, random forests, support vector machines, and

deep learning, random forests presented the most accurate results [93], as can

be seen in Figure 3.5.

Random Forests is a supervised learning tool, so it needs a set of input and

output data from which to learn. For the mechanical stress problem, the input

data is formed by the electrical currents and the output data by the mechanical

stress. This set is known as the learning set.
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Figure 3.5: Comparison of the error for four machine learning techniques: Artificial neural
network, Random forests, Support vector regression, Linear Regresion. Random forests
has the least error.

In this research, the learning set was obtained from FEM simulations. The num-

ber of samples, i.e. the number of FEM simulations, were 8634. The simu-

lations involved fault impedances with variations in the resistive and reactive

component. The impedances varied from 1 + j15Ω to 5 + j80Ω. They represent

currents from fault in the transformer terminals to working loads at half the rated

value. In addition to that, the simulations also alternatively considered cases

where the fault initiated in Phases A, B, and C.

The learning set was divided into training and validation data set, with 7869 and

795 samples respectively. The validation data set was used to check for the

existence of overfitting, which could appear as a result of using too many trees

inside the Random Forest. The results of this checking are shown in Figure 3.6.

The minimum error value was obtained at 100 trees. Note that after that value,

the validation test error is somehow stabilized and has a small increment which

could be an indication of a possible overfitting.

In order to avoid that the highest mechanical stresses have a stronger influence
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Figure 3.6: Error behavior in regards to the number of trees. After 100 trees, the model
does not present any improvement.

during training the model, the data were previously normalized, so that the val-

ues are in the range 0 to 1. This standardization is performed by (3.4)

xstd =
x− xmin

xmax − xmin

ystd =
y − ymin

ymax − ymin

(3.4)

The machine learning process was made using the scikit-learning library of

Python [94]. Its algorithm optimizes the model by minimizing the error repre-

sented by the coefficient of determination R2, defined by (3.5), where ytrue is
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Table 3.7: Modifying factors for Aluminum and Copper

Factor Value
ksf 1.162
kT 1.02
ksh 1
krel 0.689
kL 0.85
kmisc 0.5

the true value of the output variable, ypred is the output value predicted by the

model, and ȳtrue is the mean value of the output variable.

R2 = 1− u

v

u =
∑

(ytrue − ypred)2

v =
∑

(ytrue − ȳtrue)2
(3.5)

3.4.3 SN Curves and Fatigue Analysis

The SN curves are determined using the following criteria [73]:

❐ At N = 103 cycles, set a stress S = 0.9 · Su.

❐ At N = 107 cycles, set a stress S = 0.3 · Su.

❐ Apply the modifying factors to the stress at N = 107.

In that way, two points are given so that the expression for a straight line (2.34)

can be obtained. The modifying factors are common for both aluminum and cop-

per and are shown in Table 3.7. For the surface factor ksf, an ultimate stress of 90

MPa has been considered, which is the minimum available from factories [38].
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The SN curves are the same, independent of the material of the winding con-

ductors. Hence, the comparison is limited to the geometrical and field charac-

teristics of the transformer.

Therefore, there are two points to get the line: [103, 81] and [107, 27]. In that way,

two equations with two unknowns are obtained, as shown in (3.6).

log10(81) = log10 a+ b · log10(103)

log10(27) = log10 a+ b · log10(107)
(3.6)

From the solution of both equations, the SN curve is given by (3.7).

Sf = 153.55 ·N−0.1078 (3.7)

The modifying factors are applied to the stress value at N = 107. So, the sec-

ond point was [107, 9.37]. Therefore, after solving the system of equations, the

modified SN curve is given by (3.8).

Sf = 367.5 ·N−0.234177 (3.8)

Both, the theoretical SN curve as well as the modified curve are shown in Fig-

ure 3.7.
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Figure 3.7: SN original and modified curves for the winding conductor.
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4 RESULTS AND DISCUSSION

In this chapter, the fatigue analysis results for the 400 MVA power transformer

are presented. This analysis was performed in three kinds of problems:

❐ To compare the effect of the mechanical stress in copper and aluminum

windings.

❐ To compare the fatigue analysis results when using Miner’s rule and the

Damage Transfer Concept.

❐ To evaluate the behavior of the fatigue strength of a power transformer as

part of a power system.

4.1 DESIGN AND DEVELOPMENT OF THE RANDOM FORESTS

MODEL

The aim of the random forests model is to obtain the mechanical stresses in

the middle disks of each low voltage and high voltage windings as a function of

the electrical currents circulating through the windings. The number of forests in

the final design was 100. So, a training error of 0.0002798 was obtained. The
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validation error was 9.5008 · 10−5.

The mean absolute percentage error (MAPE) for three cases of impedance:

1+ j15 Ω, 1+ j47 Ω, 1+ j80 Ω, is shown in Figures 4.1, 4.2, and 4.3. The lowest

impedance has the lowest error. In the low impedance case, the error is about

the same for the high and low voltage windings. In the high impedance case,

the low voltage windings have less error than the high voltage ones.
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Figure 4.1: Mean absolute percentage error for a transient fault with impedance 1 + j15
Ω.

Figure 4.4 shows the location of the errors in regard to the value of the mechan-

ical stress. The highest errors are located in low values of mechanical stress.

Nonetheless, most of the errors are lower mainly because the stress is usually

high.

Figure 4.5 shows the distribution of the error. It is clear that 50% of the errors

are located between near 0 to 2.8% approximately. Moreover, 99% of the errors

are contained between 0 to near 8%.
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Figure 4.2: Mean absolute percentage error for a transient fault with impedance 1 + j47
Ω.
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Figure 4.3: Mean absolute percentage error for a transient fault with impedance 1 + j80
Ω.
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Figure 4.4: Behavior of the error according to the value of the mechanical stress. The
highest error is located in values of low stress, i.e. the less serious for the fatigue cum-
mulative effects in the winding conductors.

4.2 INRUSH CURRENT

The magnetization curve used to find the inrush current is shown in Figure 4.6.

This curve was obtained using FEM simulations, by injecting the excitation cur-

rent to the high voltage side of the power transformer, and registering the mag-

netic induction of the limb of Phase A. Phase A is chosen because the excitation

current was at its peak at the time of simulation.

The inrush current when the transformer is energized from the high voltage side

is shown in Figure 4.7. The voltage on Phase A is crossing zero at the instant of

76



0 2 4 6 8

MAPE

Error %

Figure 4.5: Distribution of the errors for the whole set of validation values. Most of the
erros are less than 3%

energization, i.e. it is the worst case for Phase A from the magnetization point of

view. Non-remnant magnetic field has been considered in the simulation. Only

the peaks of the inrush current affect the fatigue behavior of the conductor.

4.3 SHORT CIRCUIT CHARACTERISTICS OF THE 400 MVA

POWER TRANSFORMER

The winding conductor is expected to withstand the mechanical stress due to

the maximum fault current. Table 4.1 shows the results of the procedure to

calculate the maximum stress. The values are calculated assuming that Phase

A is under the maximum short circuit current, when the fault is limited only by

the transformer impedance and the source is an infinite bus. These values were

entered in FEMM and the maximum stress was determined.
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Figure 4.6: Magnetization curve for the 400 MVA power transformer, seen from the high
voltage side.

Ideally, a material with a strength slightly higher than the obtained maximum

stress should be used, say e.g. a material with an ultimate strength of 20 MPa.

Usually, the minimum value of strength utilized in copper is 90 MPa [38].

4.4 COMPARISON OF THE FATIGUE STRENGTH OF ALU-

MINUM AND COPPER WINDING CONDUCTORS

Faults on the low voltage side of the power transformer were simulated. Ta-

ble 4.2 shows the fault impedances considered. The transient period lasts 0.5
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Figure 4.7: Inrush current of the 400 MVA power transformer, energized when the volt-
age on Phase A is crossing zero.

s, i.e. a time for backup protection settings [91].

In the two-dimensional models used in the simulations, each disk has two val-

ues of mechanical stress, one for the right side and one for the left side. One

disk per phase was modeled, thus there are six disks in total, three for the low

voltage winding and three for the high voltage side. Therefore, considering the

nine different fault currents (one for each impedance), there are a total of 108

simulations.

For the comparison of aluminum versus copper, it was calculated how many
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Table 4.1: Determination of the maximum stress in the 400 MVA Power Transformer

Item Value Unit
Leakage Impedance 0.335726 pu (own base)

Leakage Impedance - LV side 15.9839 Ω

Short Circuit Current at LV side (RMS value) 8.63369 kA
Short Circuit Current at LV side (Peak value) 12.2098 kA

Short Circuit Currents at Phases B and C -6.10490 kA
Maximum mechanical stress Cu 15.4222 MPa
Maximum mechanical stress Al 4.3226 MPa

Table 4.2: Fault impedances for the simulation of short circuit events at the power trans-
former terminals

Case Resistance (Ω) Reactance (Ω)
1 1 15
2 1 30
3 1 47
4 1 80
5 2 15
6 2 30
7 3 15
8 3 47
9 5 60
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Table 4.3: Years to fault for a constant exposition to a fault with an impedance Z = 1+15j
Ω. Each cycle lasts 0.5 s.

Disk Aluminum (years) Copper (days)
Phase A LV left 28.99 50.53

Phase A LV right 30.75 45.23
Phase B LV left 18.49 36.05

Phase B LV right 19.26 36.07
Phase C LV left 31.00 45.33

Phase C LV right 28.83 52.61
Phase A HV left 18.32 32.84

Phase A HV right 12.78 22.82
Phase B HV left 8.42 19.59

Phase B HV right 8.01 18.33
Phase C HV left 12.84 24.41

Phase C HV right 10.12 33.12

mechanical stress cycles of the fault transient (0.5 s) would cause the failure of

the conductor, i.e. how many cycles reach the value of D = 1 in the fatigue

analysis.

As an example, Table 4.3 shows the results for faults with the impedance of Case

1. All the results for copper windings are given in days, whereas for aluminum

windings, the results are given in years.

For the low voltage disk, the mechanical stress effect on the left side presents

the results shown in Table 4.4. The aluminum conductor windings show some

cases that may be considered as of infinite life, mainly when the reactance is

greater than 40 Ω.

The probability distribution of the ratio between the lifespan of aluminum and

copper conductors is shown in Figure 4.8. The median of the ratios is 110, and

the first and third quartiles are 90 and 144, which represents 50% of the cases.

Finally, the lower and upper limits, 99% of the cases, are 8 and 226 respectively.

Therefore, it can be concluded that the aluminum conductors last longer than
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Table 4.4: Lifespan years of the low voltage phase A disk for a constant exposition to a
fault in regards to the fault impedance

Disk Aluminum (years) Copper (years)
Case 1 14.49 0.1384
Case 2 7080 52.67
Case 3 369416 2457
Case 4 32129950 217870
Case 5 13.15 0.1344
Case 6 6830 52.15
Case 7 12.19 0.1317
Case 8 353753 2440
Case 9 2824150 19632

copper conductors when the ultimate stress is the same for both materials.

0 50 100 150 200

Lifespan ratio

Figure 4.8: Distribution of the ratios between Al and Cu lifespans.
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4.5 ANALYSIS OF THE LIFESPAN OF THE 400 MVA POWER

TRANSFORMER WINDING CONDUCTORS

Algorithm 4.1 presents the general steps to find the number of years previous to

transformer fault. There are three different conditions when updating the index

D. In the first condition, the algorithm checks if the year has just started. At the

beginning of each year a maintenance has been considered, thus mechanical

stresses due to inrush currents are the input data to update D. The second

condition is the existence of a fault in one of the lines of the power system. If a

fault is found, the transient mechanical stress is the input data. The third kind

of updating is the calculation of D considering normal loading conditions in the

power transformer.

In this research, the inrush current is the same for every maintenance event and

so is the correspondent mechanical stress. This mechanical stress is calculated

previous to the determination of D and is valid for the whole fatigue analysis.

Due to this invariable characteristics, the mechanical stress coming from inrush

currents is calculated directly with FEM. Note that the random forests model

cannot be used for this type of event because the model was not trained for zero

currents in one of the windings.

The fault events have been determined by Monte Carlo simulations. If in the

hour under analysis a line presents a fault, the transient mechanical stress is

calculated and then the index D is updated. This event is similar to what would

happen in a real time situation. For that reason, the random forests model is

used instead of FEM.

Finally, independently of the existence of faults or being at the beginning of the
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Algorithm 4.1: Procedure to find the lifespan of winding conductors
Data: Mechanical stress from normal, fault, and energizing conditions
Result: Lifespan of winding conductors in years
while Index D < 1 do

foreach hour in a year do
if hour = 0 then

Calculate D with inrush mechanical stress;
/* Mechanical stress calculated with FEM. */

end
foreach Line in the power system do

if Fault at line then
Calculate D with transient fault mechanical stress;
/* Mechanical stress calculated with random forests

model. */

end
end
Calculate D with normal operating load conditions;
/* Mechanical stress calculated with random forests

model. */

end
number of years← number of years + 1;

end
return number of years

year, the next step is to find the index D under normal operating conditions. For

the loading data, power flow analyses were performed. Similar to fault events,

the analysis in normal conditions may represent a real time problem, so the

random forests model must be utilized.

The fatigue analysis was performed on Phase A because this is the phase where

the highest currents are presented both during energization and during fault

events.
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4.5.1 Lifespan analysis without considering fault events

In the following analyses, a growth rate of 3% per year has been assumed for

both load and fault current. The percentage is based on the original load and the

maximum capacity of the transformer, so that the latter is reached in a 40-year

time frame.

First of all, a comparison between the DTC and Miner’s rule results is shown

in Figure 4.9, where faults have not been considered. The DTC model is more

pessimistic, all the results are lower than those of Miner’s rule mainly for low

values of ultimate strength.

Figure 4.10 shows how the index D rises along with the lifespan spent for the

fatigue analysis. Also, the proportion of lifespan spent regarding the load, cal-

culated using the thermal model, is included. This last curve could be used as

a basis to compare the behavior. Note that DTC gives an optimistic state of the

conductor, since it gives a lower value for D the whole time. On the other hand,

the Miner’s rule gives lower values until the life has been spent on a factor of 0.6.

After that, the Miner’s index D is more pessimistic in the sense that it presents a

higher value than that of the thermal analysis.

4.5.2 Lifespan analysis considering fault events

4.5.2.1 Lifespan according to the load characteristics

One of the objectives of this research is to compare the fatigue analysis re-

sults with those of the lifespan determined using the load characteristics in the

85



0 20 40 60 80

20

40

60

80

Ultimate Strength Su (MPa)

L
if
es
p
a
n
(y
ea
rs
)

DTC LV Miner LV Miner HV

Figure 4.9: Comparison between the lifespan calculated with DTC and Miner’s rule.

thermal model. The procedure followed was that indicated by IEEE Std C57.91-

2011 [24], which follows a thermal model where the transformer suffers a higher

aging when the top oil temperature surpasses the 110◦ C that is considered

under rated operating conditions. According to the standard, if the top oil tem-

perature is always 110◦ C, the lifespan of the transformer is 180000 hours.

For instance, Figure 4.11 shows the load characteristics of the transformer for

the first day of the year, and Figure 4.12, the temperature characteristics for the

same day. Note how the temperature closely follows the behavior of the load, a

little behind because of the oil temperature time constant that introduces a small
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Figure 4.10: Evolution of the index D in regard to the lifespan and the thermal model.

difference in time. It can be seen that at 19:00 hours, when the peak load is

located, the temperature is also in the way towards reaching also its peak.

The thermal model was applied to find the curve presented in Figure 4.10. When

applying this same model to the whole year, until the loss of life reached 100%,

there were 61 years of lifespan. As in the cases before, a yearly increment of

3% was included.
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Figure 4.11: Load in the transformer for the first day of the year.

4.5.2.2 Conductor lifespan compared with insulation lifes-

pan

Figure 4.13 shows the copper lifespan for different values of ultimate strength,

and the insulation lifespan calculated with the thermal model. When the ultimate

strength is less than 30 MPa, the winding conductor lifespan is lower than that of

the insulation. Usually, the transformer is designed considering the maxim fault

current it will face. If that is the case, the maximum mechanical stress would be

15 MPa if the fault is calculated at the terminals of the transformer, which means

that under this consideration, the copper would end its life before the insulation.
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Figure 4.12: Load in the transformer for the first day of the year.

The result is more evident if the maximum fault current is calculated with the

transformer as a part of the power system, which in this situation would give a

stress of 5 MPa. The copper ages much faster than the inner insulation
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Figure 4.13: Lifespan in regard to the ultimate strength and lifespan according to the
thermal model.
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5 CONCLUSIONS AND RECOMMENDATIONS

5.1 CONCLUSIONS

The main contribution of this research was the development of a new method

to determine the lifespan of the winding conductor. This method uses fatigue

analysis to consider the continuos effect of mechanical stress in the conductor

material. This takes a different approach to the usual lifespan analysis, which

takes into account only the deterioration of insulation.

5.1.1 Effect of the Fatigue in the Lifespan of Power Trans-

formers

Generally speaking, the transformer could be designed to support the electro-

magnetic forces produced by the highest possible fault current the transformer

will face. The costumer is assured that the transformer will work well as long

as the fault current does not increase to levels higher than planned. However,

when analyzing the fatigue effect, it is evident that forces much less than those

of design may cause a significant reduction in the lifespan of the power trans-
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former.

The reason for this phenomenon is the continuous affectation that the fatigue

has in the winding conductor. The fatigue effects are cumulative and irreversible.

In that way, even those forces due to normal loading reduce the lifespan of the

power transformer.

As an example of the degree of importance of this phenomenon, the life of the

insulating paper was compared with the life of the winding conductor. For this

purpose, studies were made in one of the transformers of the IEEE Reliability

Test System, which allowed the use of different load curves according to the

month, day and hour. Besides, it was possible to use the reliability indexes to

generate faults in different parts of the power system.

In the example just described, the insulating paper reached a lifespan of 60

years. The maximum current fault produced a stress of 15 MPa. It was found

that a winding conductor with an ultimate strength of until 50 MPa reached its

end of life before 60 years. This means that, even a conductor designed to

support more than three times the maximum expected stress, ages faster than

the insulating paper.

Usually the fatigue effect has not become a problem because the winding con-

ductor has been designed for higher levels of stress than the maximum ex-

pected. Nonetheless, with the reduction in costs, this positive criteria could

change, and the quality of the conductor could be reduced. Moreover, when

faults appear in conductors, such as buckling or tilting, it is generally attributed

to external faults, but it is never investigated if the conductor reached a point of

cumulative fatigue end of life. It should also be considered that, in some utilities,

a post fault analysis is not performed, and the transformers are replaced without

determining the cause of the final fault.
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5.1.2 Fatigue Effects - Copper vs. Aluminum

Aluminum has a less ultimate strength than copper. However, due to the dissipa-

tion characteristics of each material, aluminum windings are designed to carry a

current density half of that of copper windings. Hence, the aluminum conductors

and disks are bigger and so, the mechanical stress is considerably reduced. In

the case analyzed in this research, the ratio between the lifespans of aluminum

and copper windings goes from tens to hundreds, not giving any space to doubt

about the better performance of aluminum transformers.

5.1.3 Miner’s Rule and Damage Transfer Concept

According to the Miner’s rule, the transformer will work for longer times. The

Damage Transfer Concept predicts lower windings lifespan. The difference be-

tween the results is very high. The main reason of this behavior is the limitation

in the Miner’s rule to differentiate the order of the mechanical stresses and its

lack of consideration of the degree of change in the mechanical stress. For the

Miner’s rule, it is the same if a high mechanical stress comes before a lower

one or if the lower mechanical stress comes first. Likewise, there is no differ-

ence if the next pulse is twice or ten times the current pulse, for the Miner’s rule,

those events are the same. On the other hand, the Damage Transfer Concept

is very careful in this regard, by introducing an exponent µ which accelerates

the index D towards one when the mechanical stress goes from a high to a low

value. In fault transients, this cycle from high to low is the general behavior. As

a consequence, the index D faster reaches the limit value.

A very important disadvantage of the Damage Transfer Concept method is the
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numerical instability. In common mechanical engineering problems, this defect

is not evident because the mechanical stress usually has long cycles with one

value before changing to a different mechanical stress. In those scenarios, the

relation between the number of cycles n that the stress has been applied to the

number of cycles that causes the destruction of the materialN is not too low. For

electrical transients, each mechanical stress is applied only for one mechanical

cycle. Hence, the ratio 1/N is very low, mainly when the mechanical stress is

much lower than the ultimate stress. For this reason, the ratio is in the order of

10−7 to 10−23, which is the cause of the oscillation. Future researches could be

performed to study how to overcome this difficulty when applying the method to

mechanical stresses caused by electrical transients.

5.1.4 Random Forests Applied to Mechanical Stress

Although, initially, the application of machine learning was not planned to be a

contribution of this research, in finding the most optimal method for a possible

application of the fatigue analysis in real time, random forests turned out to be a

good a feasible option.

Random forests have been proved to be very accurate in modeling mechanical

stresses in winding conductors as a function of the currents circulating through

the windings. The errors are less than 10% in most of the cases. Moreover,

the design of the random forests model only required one hyperparameter to be

tuned: the number of forests in the model. For this reason, the design process

was relatively fast if compared with other machine learning techniques.

During the design of the random forests model, the error in the validation data

set was lower than the error in the training set. This characteristic is not common
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to other machine learning models. Usually, the validation error is expected to be

higher than the training set because the latter is used for the internal determina-

tion of the machine learning parameters. However, that is not the case for the

model of this research, mainly because the training data were obtained using

a finite element model without noise. If, for instance, the mechanical stresses

were measured directly in the transformer, the training data would be modeled

more accurately (noise included), and the validation data would be modeled

more loosely with a higher error.

The error of the random forests model is higher when the mechanical stress

has a lower value. Although the training data was normalized before training

the model, the higher stresses had more influence in the determination of the

internal parameters. For that reason, the random forests model was closer to

the behavior of those higher stresses. Furthermore, since the main affectation

of the winding conductors comes from higher stresses, there were more of them

than those with lower values. Thus, lower stresses were not accurately modeled

and had a high error.

5.1.5 Effect of the Inrush Current

The inrush current for the 400 MVA power transformer is less than 10% of the

rated current, and does not have too much effect on the fatigue analysis. Due

to the design and the size of the transformer, the magnetization effects are not

important. A future study, where the excitation current, and hence the inrush

current, is higher may give a better insight of the behavior of the mechanical

stress for energization events.
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5.2 RECOMMENDATIONS

It was exposed in the literature review that some fatigue effects have been found

in distribution transformers due to the energization of the system after the pres-

ence of a fault. In order to have a better understanding of transformer faults, the

utilities may include a complementary analysis of cumulative fatigue. Maybe the

buckilng, tilting or any deformation found in the windings is not due exclusively

to the mechanical stress of the last fault, but to the cumulative aging due to the

fatigue of the material.

As long as the quality of the transformers is reduced due to the competition in

the market, the fatigue analysis should be included in the design process. This

implies data recollection improvements, since it will be needed to have the map

of the expected operation and fault currents of the power transformer.

In regards to the application of machine learning in mechanical stress of wind-

ings, electromagnetic forces, etc., a future work may be to have a set of test

systems. This set might have transformers with different capacities, dimensions,

materials, etc. With that test system, future researches may be performed aim-

ing towards the application of the methods in practical cases. In this research

the database had to be generated, which was time consuming.

If there are new data or a new method for fatigue analysis considering mechan-

ical non linear models, this study could be updated. The nonlinearity analysis is

pesimistic, so, a better insight of the problem may be achieved. At this moment

that was not possible due to the oscillations of the method.
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7 APPENDICES

7.1 AERAN FORMULATION AND THE DAMAGE TRANSFER

CONCEPT ANALYSIS

7.1.1 Theoretical Foundations

Trying to solve the problem of the nonlinearity of the phenomenon of fatigue,

Aeran et al. presented an alternative to perform a fatigue analysis [95]. The

main objective was to obtain a model that only needs the SN curve. Aeran’s

model bases the diagnosis of the material in the same damage index D but

formulated by (7.1). The exponent δi is found by (7.2).

Di = 1−
[
1− ni

Ni

]δi
(7.1)

δi = −
1.25

lnNi
(7.2)

Aeran´s formulation is nonlinear, only uses the SN curve, and furthermore is

i



closer to the experimental data. In order to better visualize the linear and nonlin-

ear characteristics of Miner and Aeran’s models respectively, Figure 7.1 shows

the evolution of D for a constant stress.
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Figure 7.1: D determined by Miner and Aeran’s models for a constant stress.

In addition to the formulation valid for a constant stress, Aeran et al. also de-

veloped a model for a fluctuating stress, which they called the Damage Transfer

Concept (DTC), see Figure 7.2. The DTC assumes that once an initial stress

σ1 has acted on a body, and the system changes to a new state with a stress

σ2, a new curve must be constructed, where D1 remains constant but with a

new number of cycles neff , and with the same number of cycles to failure N2

corresponding to the second stress. In other words, the relationship expressed

by (7.3) is fulfilled. The term µi+1 in the exponent represents the variation of the

ii



stresses, and is calculated by (7.4).
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Figure 7.2: Relationships between the Fatigue Life and the Damage Index when the
stress changes from σ1 to σ2 under a Damage Transfer Concept analysis.

Di = 1−
[
1− ni+1,eff

Ni+1

] δi+1
µi+1

(7.3)

µi+1 =

(
σi
σi+1

)2

(7.4)

In practice, ni+1,eff is solved from (7.3), as in (7.5). Finally, the total number of

equivalent cycles ni+1,T for the new stress is obtained by (7.6). ni+1,T is part

of the σ2 curve as seen in Figure 7.2, and is valid for a calculation of a new
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Di+1. The procedure continues until the damage index becomes one, i.e. when

a fatigue failure has occurred.

ni+1,eff =

[
1− (1−Di)

µi+1
δi+1

]
·Ni+1 (7.5)

ni+1,T = ni+1 + ni+1,eff (7.6)

7.1.2 Oscillations of the Method

If a more pessimistic criterion is desired, it is apparent that using DTC is a better

option over the Miner’s rule. However, when introducing fault events, the DTC

presents oscillations that do not allow having an accurate analysis.

For example, in Figure 7.3 the results of the 400 MVA power transformer sub-

jected to random faults are shown. Note how the index D never rises constantly,

which is expected since a continuous ageing constitutes a normal behavior.

Even after the 15th year, the index is still close to 0 and has not been stabi-

lized.

This oscillation brings up the question about the reason why this behavior only

appears in the DTC model and not in the Miner’s rule model. The problem

comes when the number of mechanical stresses pulses is low. For instance, for

the fatigue analysis during fault transients, 60 cycles have been chosen, which

corresponds to 0.5 seconds, since each electrical cycle contains two pulses of

force. Hence, a number n of 60 pulses of stress must be compared with a total

number N of pulses previous to fault, which are in the order of 1020. Therefore,

the ratio n/N used in the determination of the index D is too small. This term
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Figure 7.3: Oscillations of index D for DTC when the fatigue analysis considers fault
events.

also exists in the Miner’s rule method; however, in this case, the result adds up

directly to the total D, hence the index D continues rising without problem. On

the other hand, in the case of DTC, the n/N ratio is part of an expression that is

raised to an exponent, which introduces the instability.
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7.2 SCRIPTS DEVELOPED IN THIS RESEARCH

7.2.1 Stress Data Generation

Scripts to automate the FEM simulations to get the mechanical stresses in the

middle disk of the windings for cooper and aluminum windings. They include a

library that is a link between the FEMM software and Python.

Source Code 7.1: Automation of FEM simulations in FEMM

1 import femm

-

- from t ime import t ime

-

5 def getSt ress ( outputData , Winding , rad ius ) :

- s t ress = [ ] ;

- for i i i n Winding :

- B = femm . mo_getb ( i i [ 0 ] , i i [ 1 ] ) ;

- Jz = 1e6 * femm . mo_getj ( i i [ 0 ] , i i [ 1 ] ) ;

10 fxAux = −B [ 1 ] * Jz ;

- # f_perLength = fxAux * LV_Section ;

- # P = f_perLength * LV_radius ;

- # sigma = P/ LV_Section ;

- sigma = abs ( fxAux * rad ius ) ;

15 #This i s a s i m p l i f i e d equat ion for the process as i n d i ca t e d i n the

three fo rego ing commented l i n e s .

- s t ress . append ( sigma ) ; # fo rce per volume u n i t

- outputData . extend ( s t ress ) ;

-

- femm . openfemm ( )

20 femm . opendocument ( ’ transf_25_MVA . fem ’ )

- femm . mi_saveas ( " temp . fem " )

-
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- inputData = [ ] ;

-

25 LV_y = 0.010 #y coord ina te for the c e n t r a l LV d isk

- HV_y = 0.012 #y coord ina te for the c e n t r a l HV d isk

-

- LV_x = [0 .41 , 0.83 , 1 .66 ] #x coord ina tes for the c e n t r a l LV d isks

- HV_x = [0 .52 , 0.72 , 1 .77 ] #x coord ina tes for the c e n t r a l HV d isks

30

- #Winding coord ina tes : A_r ight , A_ le f t , B_r ight , B_ le f t , C_r ight , C _ l e f t

- LV_coordinates = [ [ − LV_x [ 2 ] , LV_y ] , [ − LV_x [ 1 ] , LV_y ] , [ − LV_x [ 0 ] , LV_y ] ,

- [ LV_x [ 0 ] , LV_y ] , [ LV_x [ 1 ] , LV_y ] , [ LV_x [ 2 ] , LV_y ] ]

-

35 HV_coordinates = [ [ −HV_x [ 2 ] , HV_y ] , [ −HV_x [ 1 ] , HV_y ] , [ −HV_x [ 0 ] , HV_y ] ,

- [ HV_x [ 0 ] , HV_y ] , [ HV_x [ 1 ] , HV_y ] , [ HV_x [ 2 ] , HV_y ] ]

-

- I_LV_max_1 = 148 #Current i n the low vo l tage winding for the maximum

po in t .

- I_LV_2 = −74 #Current i n the other two phases when phase 1 i s a t maximum

.

40

- I_HV_max_1 = I_LV_max_1 * 138 / 230

- I_HV_2 = I_LV_2 * 138 / 230

-

- f i l e 1 = open ( " temp0 . t x t " , "w" )

45 c u r r e n t F i l e = open ( " currentTemp . t x t " , "w" )

-

- Ia = [ ] ;

- Ib = [ ] ;

- I c = [ ] ;

50 s t a r t = t ime ( ) ;

-

- cases = 100;

- I0 = 0.2

- I s t ep = 0.01

55
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- LV_radius = (0.7761 + 0.8761) / 4

- HV_radius = (0.9961 + 1.0969) / 4

-

- for i i i n range ( cases ) :

60 p r i n t ( i i ) ;

- outputData = [ ] ;

- I_c = ( I0 + i i * I s t ep ) * I_LV_max_1

- I_a = ( I0 + i i * I s t ep ) * I_LV_2

- I_b = I_a

65 I_C = ( I0 + i i * I s t ep ) * I_HV_max_1

- I_A = ( I0 + i i * I s t ep ) * I_HV_2

- I_B = I_A

- femm . mi_modi fyc i rcprop ( ’ c o i l _ a ’ , 1 , I_a ) ;

- femm . mi_modi fyc i rcprop ( ’ co i l_A ’ , 1 , I_A ) ;

70 femm . mi_modi fyc i rcprop ( ’ c o i l _ b ’ , 1 , I_b ) ;

- femm . mi_modi fyc i rcprop ( ’ co i l_B ’ , 1 , I_B ) ;

- femm . mi_modi fyc i rcprop ( ’ c o i l _ c ’ , 1 , I_c ) ;

- femm . mi_modi fyc i rcprop ( ’ co i l_C ’ , 1 , I_C ) ;

- femm . mi_analyze ( )

75 femm . mi_ loadso lu t ion ( )

- mu = femm . mo_getmu (0 ,0 ) ;

- getSt ress ( outputData , LV_coordinates , LV_radius )

- getSt ress ( outputData , HV_coordinates , HV_radius )

- inputData = [ I_a , I_b , I_c , I_A , I_B , I_C ] ;

80 L = [ ] ;

- for j j i n range ( len ( outputData ) ) :

- L . append ( s t r ( outputData [ j j ] ) ) ;

- L . append ( " , " ) ;

- L . append ( s t r (mu [ 0 ] ) ) ;

85 i f i i != cases − 1:

- L . append ( ’ \ n ’ ) ;

- f i l e 1 . w r i t e l i n e s ( L ) ;

- Lcur ren t = [ ] ;

- for kk i n range ( len ( inputData ) ) :

90 Lcur ren t . append ( s t r ( inputData [ kk ] ) )
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- Lcur ren t . append ( " , " ) ;

- i f i i != cases − 1:

- Lcur ren t . append ( ’ \ n ’ ) ;

- c u r r e n t F i l e . w r i t e l i n e s ( Lcur ren t ) ;

95

- f i l e 1 . c lose ( ) ;

- c u r r e n t F i l e . c lose ( )

- end = t ime ( )

- p r i n t ( end − s t a r t ) ; #Seconds

7.2.2 Random Forests Model

The script to train, evaluate and save the random forest model is shown below.

Source Code 7.2: Training of de Random Forests Model

1 import numpy as np

- import pandas as pd

- from sk learn . m u l t i o u t p u t import Mult iOutputRegressor

- #from sk learn . p i p e l i n e import P ipe l i ne

5 #from sk learn . preprocessing import PolynomialFeatures

- from sk learn . ensemble import RandomForestRegressor

- from sk learn . model_select ion import t r a i n _ t e s t _ s p l i t

- import p i c k l e

-

10 # Impor t ing data f i l e s :

-

- d f Inpu tCu r ren t = pd . read_csv ( ’ cur ren t_data . t x t ’ , sep=" , " , header=None ) ;

- dfOutputSt ress = pd . read_csv ( ’ s t ress_data . t x t ’ , sep=" , " , header=None ) ;

-

15 x_aux = d f Inpu tCur ren t . to_numpy ( )

- y_aux = dfOutputSt ress . to_numpy ( )

-
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- x = np . de le te ( x_aux , −1 , 1) # the l a s t column was dele ted to avoid the

blank column generated dur ing the c o l l e c t i o n o f data

- y = np . de le te ( y_aux , −1 , 1) # l a s t column dele ted because i t on ly has the

pe r meab i l i t y

20

- # Standard iza t i on

- # The f o l l o w i n g l i n e s o f code are used to s tandard ize the data , so t h a t

a l l data i s i n the range $ [0 , 1 ] $

- # The f o l l o w i n g equat ion was used for th is purpose :

- # $$

25 # x_ { s td } = \ f r a c { x−x_ { min } } { x_ {max} −x_ { min } }

- # $$

- #

- # For the output , once the model i s used for p red i c t i on , the new r e s u l t

must be ca l cu la ted as f o l l o w i n g :

- #

30 # $$

- # y=y_ { s td } \ cdot ( y_ {max} −y_ { min } ) +y_ { min }

- # $$

-

- x_max , x_min = x .max( 0 ) , x . min ( 0 )

35 y_max , y_min = y .max( 0 ) , y . min ( 0 )

- del taX = x_max − x_min

- del taY = y_max − y_min

- x_std = x / del taX − x_min / del taX

- y_std = y / del taY − y_min / del taY

40

- # Random Forests implementat ion

-

- r e g r _ r f = RandomForestRegressor ( n_est imators =100)

- r e g r _ r f . f i t ( x_std , y_std )

45

- #save the model

- f i lename = ’ r f_model . sav ’

- p i c k l e . dump( r eg r_ r f , open ( f i lename , ’wb ’ ) )

x



-

50

- # # In [ 4 4 ] :

-

-

- p r i n t ( r e g r _ r f . score ( x_std , y_std ) )

55

- # # # Test ing the model i n $R=1$ and $X_L=80$

-

- # # In [ 5 ] :

-

60

- # df Input_va l_1_80 = pd . read_csv ( ’ current_Phase_C_val_1_15 . csv ’ , sep=" ; "

, header=None ) ;

- # dfOutput_val_1_80 = pd . read_csv ( ’ stress_Phase_C_val_1_15 . csv ’ , sep=" ; "

, header=None ) ;

-

- # x_val_1_80 = df Input_va l_1_80 . to_numpy ( ) ;

65 # y_val_1_80 = dfOutput_val_1_80 . to_numpy ( ) ;

-

- # #x_val_1_47 = x_val_1_80 ;

- # #y_val_1_47 = y_val_1_47 ;

-

70

- # # In [ 6 ] :

-

-

- # x_std_val_1_80 = x_val_1_80 / del taX − x_min / del taX

75 # y_std_val_1_80 = y_val_1_80 / del taY − y_min / del taY

-

-

- # # In [ 7 ] :

-

80

- # f i lename = ’ r e g r _ r f . sav ’

xi



- # model = p i c k l e . load ( open ( f i lename , ’ rb ’ ) )

- # y_aux=model . p r e d i c t ( x_std_val_1_80 )

- # p r i n t ( model . score ( x_std_val_1_80 , y_std_val_1_80 ) )

7.3 POWER FLOW THROUGH THE POWER TRANSFORMER

Script to solve the power flow through the power transformer.

Source Code 7.3: Functions used in the power flow script

1 import numpy as np

-

- def creat ionZbus ( ) :

- " " " Creates Zbus i n c l u d i n g the generators " " "

5 l i ne_da ta = np . genf romtx t ( ’ IEEE_impedances . csv ’ , d e l i m i t e r = ’ , ’ )

-

- number_l ines = 38

- number_buses = 24

-

10 Y_l ine=np . zeros ( ( number_l ines ) , dtype=complex )

- B_l ine = np . zeros ( ( number_l ines ) , dtype=complex )

-

- for i i i n range ( number_l ines ) :

- aux = complex ( l i ne_da ta [ i i , 2 ] , l i ne_da ta [ i i , 3 ] )

15 Y_l ine [ i i ]= aux** −1

- B_l ine [ i i ] = complex (0 , l i ne_da ta [ i i , 4 ] / 2 )

-

- Ybus = np . zeros ( ( number_buses , number_buses ) , dtype=complex )

-

20 #diagonal

- for j j i n range ( number_buses ) :

- for i i i n range ( number_l ines ) :

- i f l i ne_da ta [ i i , 0 ] == j j + 1 or l i ne_da ta [ i i , 1 ] == j j + 1 :

xii



- Ybus [ j j , j j ] = Ybus [ j j , j j ] + Y_ l ine [ i i ] + B_ l ine [ i i ]

25

- #Generators subsincronous reactance . =0.20 on each machine base .

- # I t i s converted to a 100 MVA base

- yd1 = ( 2 / ( 2 0 / 2 0 ) + 2 / ( 2 0 / 7 6 ) ) *( −1 j )

- yd2 = yd1

30 yd7 = 3 / (20 /100 ) *( −1 j )

- yd13 = 3 / (20 /197 ) *( −1 j )

- yd15 = ( 5 / ( 2 0 / 1 2 ) + 1 / (20 /155 ) ) *( −1 j )

- yd16 = 1 / (20 /155 ) *( −1 j )

- yd18 = 1 / (20 /400 ) *( −1 j )

35 yd21 = yd18

- yd22 = 6 / ( 2 0 / 5 0 ) *( −1 j )

- yd23 = ( 2 / ( 2 0 / 1 5 5 ) + 1 / (20 /350 ) ) *( −1 j )

-

- yd = np . ar ray ( [ [ 1 , yd1 ] , [ 2 , yd2 ] , [ 7 , yd7 ] , [ 1 3 , yd13 ] , [ 1 5 , yd15 ] , [ 1 6 , yd16

] ,

40 [18 , yd18 ] , [ 2 1 , yd21 ] , [ 2 2 , yd22 ] , [ 2 3 , yd23 ] ] )

-

- for i i i n yd :

- Ybus [ i n t ( i i [ 0 ] −1 ) , i n t ( i i [ 0 ] −1 ) ] += i i [ 1 ]

-

45 # o f f d iagonal

- for i i i n range ( number_l ines ) :

- bus1 = i n t ( l i ne_da ta [ i i , 0 ] −1 )

- bus2 = i n t ( l i ne_da ta [ i i , 1 ] −1 )

- Ybus [ bus1 , bus2 ] = Ybus [ bus1 , bus2 ] − Y_l ine [ i i ]

50 Ybus [ bus2 , bus1 ] = Ybus [ bus2 , bus1 ] − Y_l ine [ i i ]

-

- p r i n t ( Ybus [ 0 , 0 ] )

- Zbus = np . l i n a l g . i nv ( Ybus )

-

55 return Zbus

-

- def load_generat ion ( week , day , hour ) :
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-

- Base_Load = np . ar ray ( [

[ 1 ,108 ,22 ] , [ 2 ,97 ,20 ] , [ 3 ,180 ,37 ] , [ 4 ,74 ,15 ] , [ 5 ,71 ,14 ] ,

60 [ 6 ,136 ,28 ] , [ 7 ,125 ,25 ] , [ 8 ,171 ,35 ] , [ 9 ,175 ,36 ] , [ 10 ,195 ,40 ] ,

- [ 13 ,265 ,54 ] , [14 ,194 ,39 ] , [15 ,317 ,64 ] , [16 ,100 ,20 ] , [18 ,333 ,68 ] ,

- [19 ,181 ,37 ] , [20 ,128 ,26 ]

- ] )

-

65 Weekly_Load = np . ar ray

( [ [ 1 , 8 6 . 2 ] , [ 2 , 9 0 ] , [ 3 , 8 7 . 8 ] , [ 4 , 8 3 . 4 ] , [ 5 , 8 8 ] , [ 6 , 8 4 . 1 ] , [ 7 , 8 3 . 2 ] ,

- [ 8 , 8 0 . 6 ] , [ 9 , 7 4 ] , [ 1 0 , 7 3 . 7 ] , [ 1 1 , 7 1 . 5 ] , [ 1 2 , 7 2 . 7 ] , [ 1 3 , 7 0 . 4 ] , [ 1 4 , 7 5 ] ,

- [ 1 5 , 7 2 . 1 ] , [ 1 6 , 8 0 ] , [ 1 7 , 7 5 . 4 ] , [ 1 8 , 8 3 . 7 ] , [ 1 9 , 8 7 ] , [ 2 0 , 8 8 ] , [ 2 1 , 8 5 . 6 ] ,

- [ 2 2 , 8 1 . 1 ] , [ 2 3 , 9 0 ] , [ 2 4 , 8 8 . 7 ] , [ 2 5 , 8 9 . 6 ] , [ 2 6 , 8 6 . 1 ] , [ 2 7 , 7 5 . 5 ] ,

- [ 2 8 , 8 1 . 6 ] , [ 2 9 , 8 0 . 1 ] , [ 3 0 , 8 8 ] , [ 3 1 , 7 2 . 2 ] , [ 3 2 , 7 7 . 6 ] , [ 3 3 , 8 0 ] , [ 3 4 , 7 2 . 9 ] ,

70 [ 3 5 , 7 2 . 6 ] , [ 3 6 , 7 0 . 5 ] , [ 3 7 , 7 8 ] , [ 3 8 , 6 9 . 5 ] , [ 3 9 , 7 2 . 4 ] , [ 4 0 , 7 2 . 4 ] ,

- [ 4 1 , 7 4 . 3 ] , [ 4 2 , 7 4 . 4 ] , [ 4 3 , 8 0 ] , [ 4 4 , 8 8 . 1 ] , [ 4 5 , 8 8 . 5 ] , [ 4 6 , 9 0 . 9 ] ,

- [ 4 7 , 9 4 ] , [ 4 8 , 8 9 ] , [ 4 9 , 9 4 . 2 ] , [ 5 0 , 9 7 ] , [ 5 1 , 1 0 0 ] , [ 5 2 , 9 5 . 2 ]

- ] )

-

75 #The f i r s t data i s monday , the second tuesday , e tc .

- Daily_Load = np . ar ray ( [93 ,100 ,98 ,96 ,94 ,77 ,75] )

-

- i f day i n range (1 ,6 ) :

- day_type = 1 #weekday

80 else :

- day_type = 2 #weekend

-

- #Winter weeks : 1 to 8 and 44 to 52

- Hourly_Load_Winter = np . ar ray

( [ [ 1 , 6 7 , 7 8 ] , [ 2 , 6 3 , 7 2 ] , [ 3 , 6 0 , 6 8 ] , [ 4 , 5 9 , 6 6 ] , [ 5 , 5 9 , 6 4 ] , [ 6 , 6 0 , 6 5 ] ,

85 [ 7 ,74 ,66 ] , [ 8 ,86 ,70 ] , [ 9 ,95 ,80 ] , [ 10 ,96 ,88 ] , [ 11 ,96 ,90 ] , [ 12 ,95 ,91 ] ,

- [ 13 ,95 ,90 ] , [ 14 ,95 ,88 ] , [ 15 ,93 ,87 ] , [ 16 ,94 ,87 ] , [ 17 ,99 ,91 ] , [ 18 ,100 ,100 ] ,

- [ 19 ,100 ,99 ] , [ 20 ,96 ,97 ] , [ 21 ,91 ,94 ] , [ 22 ,83 ,92 ] , [ 23 ,73 ,87 ] , [ 24 ,63 ,81 ] ] )

-

- #Summer weeks : 18 to 30
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90 Hourly_Load_Summer = np . ar ray

( [ [ 1 , 6 4 , 7 4 ] , [ 2 , 6 0 , 7 0 ] , [ 3 , 5 8 , 6 6 ] , [ 4 , 5 6 , 6 5 ] , [ 5 , 5 6 , 6 4 ] , [ 6 , 5 8 , 6 2 ] ,

- [ 7 ,64 ,62 ] , [ 8 ,76 ,66 ] , [ 9 ,87 ,81 ] , [ 10 ,95 ,86 ] , [ 11 ,99 ,91 ] , [ 12 ,100 ,93 ] ,

- [ 13 ,99 ,93 ] , [ 14 ,100 ,92 ] , [ 15 ,100 ,91 ] , [ 16 ,97 ,91 ] , [ 17 ,96 ,92 ] , [ 18 ,96 ,94 ] ,

- [ 19 ,93 ,95 ] , [ 20 ,92 ,95 ] , [ 21 ,92 ,100 ] , [ 22 ,93 ,93 ] , [ 23 ,87 ,88 ] , [ 24 ,72 ,80 ] ] )

-

95 # spr ing weeks : 9 to 17. F a l l weeks 31 to 43

- Hour ly_Load_Spr ing_Fal l = np . ar ray

( [ [ 1 , 6 3 , 7 5 ] , [ 2 , 6 2 , 7 3 ] , [ 3 , 6 0 , 6 9 ] , [ 4 , 5 8 , 6 6 ] , [ 5 , 5 9 , 6 5 ] , [ 6 , 6 5 , 6 5 ] ,

- [ 7 ,72 ,68 ] , [ 8 ,85 ,74 ] , [ 9 ,95 ,83 ] , [ 10 ,99 ,89 ] , [ 11 ,100 ,92 ] , [ 12 ,99 ,94 ] ,

- [ 13 ,93 ,91 ] , [ 14 ,92 ,90 ] , [ 15 ,90 ,90 ] , [ 16 ,88 ,86 ] , [ 17 ,90 ,85 ] , [ 18 ,92 ,88 ] ,

- [ 19 ,96 ,92 ] , [ 20 ,98 ,100 ] , [ 21 ,96 ,97 ] , [ 22 ,90 ,95 ] , [ 23 ,80 ,90 ] , [ 24 ,70 ,85 ] ] )

100

- Load = np . zeros ( (1 7 ,3 ) )

-

- week ly_ fac tor = Weekly_Load [ week−1 ,1] /100

- d a i l y _ f a c t o r = Daily_Load [ day −1] /100

105 h o u r l y _ f a c t o r = 1

-

- i f week i n range (1 ,9 ) or week i n range (44 ,53) :

- h o u r l y _ f a c t o r = Hourly_Load_Winter [ hour −1 , day_type ] /100

-

110 e l i f week i n range (18 ,31) :

- h o u r l y _ f a c t o r = Hourly_Load_Summer [ hour −1 , day_type ] /100

-

- e l i f week i n range (9 ,18) or week i n range (31 ,44) :

- h o u r l y _ f a c t o r = Hour ly_Load_Spr ing_Fal l [ hour −1 , day_type ] /100

115

- else :

- p r i n t ( " wrong week " )

-

- Load [ : , 0 ] = Base_Load [ : , 0 ]

120 Load [ : , 1 : ] = Base_Load [ : , 1 : ] * week ly_ fac tor * d a i l y _ f a c t o r *
h o u r l y _ f a c t o r

-
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- t o t a l _ l o a d = np . sum( Load , ax is =0)

-

- Base_Generation = np . ar ray

( [ [ 1 , 1 9 2 ] , [ 2 , 1 9 2 ] , [ 7 , 3 0 0 ] , [ 1 3 , 5 9 1 ] , [ 1 5 , 2 1 5 ] ,

125 [ 1 6 ,15 5 ] , [ 18 , 400 ] , [ 21 ,4 00 ] , [ 2 2 , 30 0 ] , [ 23 ,6 60 ] ] )

-

- t o t a l _ g e n e r a t i o n = np . sum( Base_Generation , ax is =0)

-

- Shared_Generation = np . zeros ( ( 10 , 2 ) )

130

- Shared_Generation [ : , 0 ] = Base_Generation [ : , 0 ]

- Shared_Generation [ : , 1 ] = np . c e i l ( Base_Generation [ : , 1 ] * t o t a l _ l o a d

[ 1 ] / t o t a l _ g e n e r a t i o n [ 1 ] )

-

- #Power Generated , Q Generated , P load , Q load , Vol tage magnitud ,

Vol tage angle , Type of Bus ( 0 : s lack , 1 :PQ, 2 :PV)

135 number_buses = 24

- number_generators = 10

- number_loads = 17

- bus_data = np . zeros ( ( number_buses , 7 ) )

-

140 bus_data [ : , 6 ] = 1

- bus_data [ 0 , 6 ] = 0

- bus_data [ : , 4 ] = 1

-

- for i i i n range (1 , number_generators ) :

145 bus_data [ i n t ( Shared_Generation [ i i , 0 ] −1 ) , 0 ] = Shared_Generation [

i i , 1 ]

- bus_data [ i n t ( Shared_Generation [ i i , 0 ] −1 ) , 6 ] = 2

-

- for i i i n range ( number_loads ) :

- bus_data [ i n t ( Load [ i i , 0 ] −1 ) , 2 ] = Load [ i i , 1 ]

150 bus_data [ i n t ( Load [ i i , 0 ] −1 ) , 3 ] = Load [ i i , 2 ]

-
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- return bus_data

-

- def connectZbBetweenBuses ( Zbus_or ig ina l , Zb , busj , busk ) :

155 " " " Return the modi f ied Zbus once the l i n e loca ted between buses j

and k

- has been e l im ina ted . " " "

- #bus1 , bus2 in tege rs

- #Zb complex

-

160 dimX = Zbus_or ig ina l . shape [ 0 ]

-

- Zbus_aux = np . zeros ( ( dimX + 1 ,dimX + 1) , dtype=complex )

- Zbus_aux [0 : −1 ,0 : −1 ] = Zbus_or ig ina l

- Zbus_aux [0: −1 , −1] = Zbus_or ig ina l [ : , busj −1] − Zbus_or ig ina l [ : , busk

−1]

165 Zbus_aux [ −1 ,0: −1] = Zbus_or ig ina l [ busj − 1 , : ] − Zbus_or ig ina l [ busk

− 1 , : ]

- Zbb = Zbus_or ig ina l [ busj −1 , busj −1] + Zbus_or ig ina l [ busk −1 ,busk −1] −

\

- 2* Zbus_or ig ina l [ busj −1 ,busk −1] + Zb

- Zbus_aux [ −1 , −1] = Zbb

-

170 Zbus_aux2 = np . zeros ( ( dimX , dimX ) , dtype=complex )

- for i i i n range ( dimX ) :

- for j j i n range ( dimX ) :

- Zbus_aux2 [ i i , j j ] = Zbus_aux [ i i , j j ] − Zbus_aux [ i i , −1 ] * \

- Zbus_aux [ −1 , j j ] / Zbb

175

- return Zbus_aux2

-

- def augmentNewBus ( Zbus_or ig ina l , Zb , bus j ) :

- " " " " Return the modi f ied Zbus once a new bus has been augmented

through

180 an impedance Zb connected to bus j . " " "

- #bus j i n t e g e r
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- #Zb complex

- dimX = Zbus_or ig ina l . shape [ 0 ]

-

185 Zbus_aux = np . zeros ( ( dimX + 1 ,dimX + 1) , dtype=complex )

- Zbus_aux [0 : −1 ,0 : −1 ] = Zbus_or ig ina l

- Zbus_aux [0: −1 , −1] = Zbus_or ig ina l [ : , busj −1]

- Zbus_aux [ −1 ,0: −1] = Zbus_or ig ina l [ busj − 1 , : ]

- Zbus_aux [ −1 , −1] = Zbus_or ig ina l [ busj −1 , busj −1] + Zb

190

- r e t u r n Zbus_aux

-

- def f a u l t C u r r e n t T r a n s f ( Zbus , busj , busk , Zb , alpha ) :

- " " " Returns a vec to r w i th the f a u l t cu r ren t ampl i tude c i r c u l a t i n g

through

195 the t ransformer , the res is tance , and the reactance of the Thevenin

- equ iva len t . The f a u l t e d l i n e i s loca ted between buses j and k at a

f r a c t i o n

- alpha of the l i n e considered from bus j . Zbus i s the o r i g i n a l

impednace

- mat r i x " " "

- #Zbus : 2D ar ray

200 #bus j and busk : i n t ege rs

- #Zb : complex

- #alpha : f l o a t between 0 and 1

-

- cur ren tVec to r = np . zeros ( 3 )

205 Z t rans f = 0.0023 + 0.0839 j

-

- i f alpha == 0:

- p r i n t ( " Fau l t a t bus 1 . " )

- Zpp = Zbus [ busj −1 , busj −1]

210 Zjp = Zbus [8 , busj −1]

- Zkp = Zbus [10 , busj −1]

-

-
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- e l i f alpha == 1:

215 p r i n t ( " Fau l t a t bus 2 . " )

- Zpp = Zbus [ busk −1 ,busk −1]

- Zjp = Zbus [8 , busk −1]

- Zkp = Zbus [10 , busk −1]

-

220 else :

- #Withdrawing the l i n e from Zbus

- Zbus_aux = connectZbBetweenBuses ( Zbus , −Zb , busj , busk )

-

- #Creat ing a new bus i n the place of the f a u l t

225 Zbus_augm = augmentNewBus ( Zbus_aux , alpha *Zb , bus j )

-

- #Plac ing a l i n e (1− alpha ) Zb between the f a u l t and bus k .

- busp = np . shape ( Zbus_augm ) [ 0 ]

- Zbus_fau l t = connectZbBetweenBuses ( Zbus_augm,(1 − alpha ) *Zb , busk ,

busp )

230 p r i n t ( Zbus_fau l t [ 0 , 1 0 ] )

-

- Zjp = Zbus_fau l t [ 8 , busp −1]

- Zkp = Zbus_fau l t [10 , busp −1]

- Zpp = Zbus_fau l t [ busp −1 ,busp −1]

235

- I9_11 = −1/ Z t rans f * ( Zjp − Zkp ) / Zpp

-

- cur ren tVec to r [ 0 ] = np . r e a l ( Zpp )

- cur ren tVec to r [ 1 ] = np . imag ( Zpp )

240 cur ren tVec to r [ 2 ] = abs ( I9_11 )

-

- r e t u r n cur ren tVec to r

Source Code 7.4: Power flow through the power transformer

1 # Program to generate the power f low data through the t rans fo rmer for

one year
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- # of 365 days wi th 24 hours each day . This means a t o t a l o f 8760 hours .

-

- import numpy as np

5 from numpy import genf romtx t

- import power_f low_funct ions

- import i m p o r t l i b

-

- l i ne_da ta = genf romtx t ( ’ IEEE_impedances . csv ’ , d e l i m i t e r = ’ , ’ )

10

- number_l ines = 38

- number_buses = 24

-

- S_t rans f = np . zeros ( (8760) , dtype= f l o a t )

15 bus_t ra fo1 = 9

- bus_t ra fo2 = 11

-

- ##################

- #Creat ion o f Ybus

20 ##################

-

- Y_l ine=np . zeros ( ( number_l ines ) , dtype=complex )

- B_l ine = np . zeros ( ( number_l ines ) , dtype=complex )

-

25 for i i i n range ( number_l ines ) :

- aux = complex ( l i ne_da ta [ i i , 2 ] , l i ne_da ta [ i i , 3 ] )

- Y_l ine [ i i ]= aux** −1

- B_l ine [ i i ] = complex (0 , l i ne_da ta [ i i , 4 ] / 2 )

-

30 Ybus = np . zeros ( ( number_buses , number_buses ) , dtype=complex )

-

- #diagonal

- for j j i n range ( number_buses ) :

- for i i i n range ( number_l ines ) :

35 i f l i ne_da ta [ i i , 0 ] == j j + 1 or l i ne_da ta [ i i , 1 ] == j j + 1 :

- Ybus [ j j , j j ] = Ybus [ j j , j j ] + Y_ l ine [ i i ] + B_ l ine [ i i ]

xx



-

- # o f f d iagonal

- for i i i n range ( number_l ines ) :

40 bus1 = i n t ( l i ne_da ta [ i i , 0 ] −1 )

- bus2 = i n t ( l i ne_da ta [ i i , 1 ] −1 )

- Ybus [ bus1 , bus2 ] = Ybus [ bus1 , bus2 ] − Y_l ine [ i i ]

- Ybus [ bus2 , bus1 ] = Ybus [ bus2 , bus1 ] − Y_l ine [ i i ]

-

45 index=0

-

- for ww i n range (52) :

-

- p r i n t (ww)

50

- week = ww + 1

-

- p r i n t ( week )

-

55 for dd i n range ( 7 ) :

- day = dd

-

- for hh i n range (24) :

-

60 hour = hh

- alpha = 1.6

- t o l = 1e−5

-

- # i m p o r t l i b . re load ( power_f low_funct ions )

65 bus_data=power_f low_funct ions . load_generat ion ( week , day , hour )

-

- #############

- #Gauss Seide l

- #############

70

- #Bus s lack i s bus 0 . Vbase = 100 MVA. alpha : a cce le r a t i on
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f a c t o r

-

- # I n i t i a l vo l tage on each bus

- Vbus = np . zeros ( ( number_buses ) , dtype=complex )

75 for i i i n range ( number_buses ) :

- x = bus_data [ i i , 4 ] * np . cos ( bus_data [ i i , 5 ] )

- y = bus_data [ i i , 4 ] * np . s in ( bus_data [ i i , 5 ] )

- Vbus [ i i ] = complex ( x , y )

-

80 # I n i t i a l scheduled power on each bus

- PQsch = np . zeros ( ( number_buses ) , dtype=complex )

- for i i i n range ( number_buses ) :

- x = ( bus_data [ i i , 0 ] − bus_data [ i i , 2 ] ) / 100

- y = ( bus_data [ i i , 1 ] − bus_data [ i i , 3 ] ) / 100

85 PQsch [ i i ] = complex ( x , y )

-

- i t e r = 0

- epsR = np . ones ( number_buses )

- epsR [ 0 ] = 0 #Slack bus

90 eps = 1

-

- while eps > t o l and i t e r < 200:

- for i i i n range ( number_buses ) :

- i f bus_data [ i i , 6 ] != 0 :

95 i f bus_data [ i i , 6 ] == 2:

-

- sum = 0;

- for kk i n range ( number_buses ) :

- sum = sum + Ybus [3 , kk ] * Vbus [ kk ]

100

- Qaux = −np . imag ( np . con j ( Vbus [ 3 ] ) * sum)

- PQsch [ i i ] = complex ( np . r e a l (PQsch [ i i ] ) ,Qaux )

-

- sumV = 0

105 for j j i n range ( number_buses ) :

xxii



- i f j j != i i :

- sumV = sumV + Ybus [ i i , j j ] * Vbus [ j j ]

-

- Vaux = 1/ Ybus [ i i , i i ] * ( np . con j (PQsch [ i i ] ) / np . con j

(

110 Vbus [ i i ] ) − sumV)

-

- i f bus_data [ i i , 6 ] == 1:

- aux = Vbus [ i i ]

- Vbus [ i i ] = Vbus [ i i ] + alpha * ( Vaux − Vbus [

i i ] )

115 epsR [ i i ] = np . r e a l ( Vbus [ i i ] ) − np . r e a l ( aux )

-

- e l i f bus_data [ i i , 6 ] == 2:

- aux = Vbus [ i i ]

- Vbus [ i i ] = abs ( Vbus [ i i ] ) / abs ( Vaux ) * Vaux

120 epsR [ i i ] = np . r e a l ( Vbus [ i i ] ) − np . r e a l ( aux )

-

- eps = np . amax( abs ( epsR ) )

- # p r i n t ( eps )

- i t e r = i t e r + 1

125

- # Power f low through the power t rans fo rmer

-

- I _ i n _ t r a f o = −Ybus [ bus_trafo1 −1 , bus_trafo2 −1] * (

- Vbus [ bus_trafo1 −1] − Vbus [ bus_trafo2 −1 ] )

130 I12 = I _ i n _ t r a f o + Vbus [ bus_trafo1 −1] * B_ l ine [ 1 3 ]

- I21 = − I _ i n _ t r a f o + Vbus [ bus_trafo2 −1] * B_ l ine [ 1 3 ]

- S9_11 = Vbus [ bus_trafo1 −1] * np . con j ( I12 )

- S11_9 = Vbus [ bus_trafo2 −1] * np . con j ( I21 )

- S_t rans f [ index ] = abs ( S9_11 )

135 # p r i n t ( np . sum( bus_data , ax is =0) )

- index = index + 1

-

- #np . save tx t ( " t r ans f_ l oad . csv " , S_transf , d e l i m i t e r = " , " )
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7.3.1 Power Transformer Life

The script below was developed to automize the calculation of the lifespan of

the power transformer using fatigue analysis and the random forest model.

Source Code 7.5: Calculation of lifespan of the power transformer

1 import numpy as np

- import pandas as pd

- import p i c k l e

- import csv

5

- def f i n d _ l i f e ( R_load , X_load , fau l t s_yea r , fact_Su ) :

- Su = fact_Su * Su_base

- S_90 = 0.9 * Su

- S_30 = 0.3 * Su * k_sn

10 b = ( np . log10 ( S_30 ) − np . log10 ( S_90 ) ) / 4

- a = 10 * * ( np . log10 ( S_30 ) − b * 7) #408.33 a 90 MPa

-

- R_to ta l = R_t ra fo + R_load

- X_ to ta l = X_t ra fo + X_load

15

- Imax_pu = 1 / ( R_ to ta l * * 2 + X_ to ta l * * 2) * * 0.5

- Imax = I _ r a t e d _ l v * Imax_pu

- alpha = R_to ta l / X_ to ta l * w

-

20 i _ i n p u t = [ ]

-

- " " "

- Trans ien t Current

- " " "

25 for i i i n range (61) :

xxiv



- t = i i / 120

- i _ l v = Imax * ( np . cos (w* t ) + np . exp( − alpha * t ) )

- i_hv = i _ l v * RT

- i _ i n p u t . append ( [ i _ l v , −0.5 * i _ l v , −0.5 * i _ l v ,

30 i_hv , −0.5 * i_hv , −0.5 * i_hv ] )

-

- #Rated cu r ren t

- i _ i n p u t . append ( [ I _ ra ted_ l v , −0.5 * I_ ra ted_ l v , −0.5 * I_ ra ted_ l v ,

- I_rated_hv , −0.5 * I_ ra ted_ l v , −0.5 * I _ r a t e d _ l v ] )

35

- i _ s t d = i _ i n p u t / de l taX − x_min / del taX

-

- s t ress_s td = model . p r e d i c t ( i _ s t d )

- s t ress = s t ress_s td * del taY + y_min

40

- N = ( s t ress * 1e−6 / a ) * * ( 1 / b )

-

- N_aux = 1 / N

- D = N_aux . sum( ax is =0) * f a u l t s _ y e a r + N_aux [ −1] * number_cycles

45 return 1/D.max( ax is =0)

-

- w = 2 * 3.1416 * 60

- step = 1 / 120

- RT = 138 / 230

50 I _ r a t e d _ l v = 1.4142 * 400e6 / (1 .732 * 138e3 )

- I_ ra ted_hv = RT * I _ r a t e d _ l v

-

- R_tra fo = 0.009

- X_t ra fo = 0.09

55

- number_cycles = 365 * 24 * 3600 * 120 #each second , two h i t s o f fo rce

-

- f i lename = ’ r e g r _ r f . sav ’

- model = p i c k l e . load ( open ( f i lename , ’ rb ’ ) )

60
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- " " "

- Data prepara t ion :

- 1. Pandas i s used to impor t the data t h a t was used to t r a i n the ML.

- 2. The imported data i s converted to numpy matr ices .

65 3. The l a s t column i s de le ted because t h a t i s not pa r t o f t h i s

a lgo r i t hm

- and may cause wrong r e s u l t s .

- 4. The f o u r t h b lock corresponds to the s tanda rd i za t i on procedure .

These

- r e s u l t s are used i n the ML model .

- " " "

70 df InputA = pd . read_csv ( ’ current_Phase_A . csv ’ , sep=" ; " , header=None ) ;

- df InputB = pd . read_csv ( ’ current_Phase_B . csv ’ , sep=" ; " , header=None ) ;

- df InputC = pd . read_csv ( ’ current_Phase_C . csv ’ , sep=" ; " , header=None ) ;

-

- dfOutputA = pd . read_csv ( ’ stress_Phase_A . csv ’ , sep=" ; " , header=None ) ;

75 dfOutputB = pd . read_csv ( ’ Stress_Phase_B . csv ’ , sep=" ; " , header=None ) ;

- dfOutputC = pd . read_csv ( ’ Stress_Phase_C . csv ’ , sep=" ; " , header=None ) ;

-

- x_A , x_B , x_C = df InputA . to_numpy ( ) , d f InputB . to_numpy ( ) , d f InputC .

to_numpy ( )

- y_A , y_B , y_C = dfOutputA . to_numpy ( ) , dfOutputB . to_numpy ( ) , dfOutputC .

to_numpy ( )

80

- x = np . concatenate ( ( x_A , x_B , x_C) )

- y = np . concatenate ( ( y_A , y_B , y_C) )

-

-

85 # d f Inpu tCu r ren t = pd . read_csv ( ’ cur ren t_data . t x t ’ , sep=" , " , header=None )

;

- # dfOutputSt ress = pd . read_csv ( ’ s t ress_data . t x t ’ , sep=" , " , header=None ) ;

-

- # x_aux = d f Inpu tCu r ren t . to_numpy ( )

- # y_aux = dfOutputSt ress . to_numpy ( )

90
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- # x = np . de le te ( x_aux , −1 , 1)

- # # l a s t column was dele ted to avoid the blank column generated dur ing

the

- # # c o l l e c t i o n o f data

- # y = np . de le te ( y_aux , −1 , 1)

95 # # l a s t column dele ted because i t on ly has the pe rme ab i l i t y

-

- x_max , x_min = x .max( 0 ) , x . min ( 0 )

- y_max , y_min = y .max( 0 ) , y . min ( 0 )

- del taX = x_max − x_min

100 del taY = y_max − y_min

- x_std = x / del taX − x_min / del taX

- y_std = y / del taY − y_min / del taY

-

- ##Data p repara t ion f i n i s h e d here !

105 " " "

- Curva SN: S = a N* * b

- " " "

- # f a u l t s _ y e a r = 12 # f a u l t s per year

- #R_load = 0

110 #X_load = 0

- #fact_Su = 1

- Su_base = 21 #Based on the maximum cur ren t a t the te rm ina l s o f the

t rans fo rmer

- #Modi fy ing f a c t o r s

- k_sn = 1.162 * 1.02 * 0.689 * 0.85 * 0.5

115

- R_load = np . l i nspace (0 ,1 ,11)

- X_load = np . l i nspace (0 ,1 ,11)

- f a u l t s _ y e a r = np . l i nspace (1 ,50 ,11)

- fact_Su = np . l i nspace (1 ,5 ,11)

120

- # l i f e = f i n d _ l i f e ( R_load , X_load , fau l t s_yea r , fact_Su )

-

- l i f e = [ [ R,X, fy , f ac t , f i n d _ l i f e (R, X, fy , f a c t ) ]

xxvii



- for R i n R_load

125 for X i n X_load

- for f y i n f a u l t s _ y e a r

- for f a c t i n fact_Su

- ]

-

130 wi th open ( ’ l i f e _ 2 5 ’ , ’w ’ ) as f :

- w r i t e = csv . w r i t e r ( f )

- w r i t e . wr i te rows ( l i f e )

7.4 PUBLICATIONS FROM THE RESEARCH

There are two publications performed during this research that detail the pro-

cess of finding a machine learning model to find the mechanical stresses in the

windings of the power transformer. The first one presents the use of deep learn-

ing, the main difficulties and the criteria that must be followed during the design

of the model [96]. The second publication compares the performance of different

machine learning tools [93].

xxviii
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Abstract: The purpose of this research is the evaluation of artificial neural network models in the
prediction of stresses in a 400 MVA power transformer winding conductor caused by the circulation
of fault currents. The models were compared considering the training, validation, and test data
errors’ behavior. Different combinations of hyperparameters were analyzed based on the variation of
architectures, optimizers, and activation functions. The data for the process was created from finite
element simulations performed in the FEMM software. The design of the Artificial Neural Network
was performed using the Keras framework. As a result, a model with one hidden layer was the best
suited architecture for the problem at hand, with the optimizer Adam and the activation function
ReLU. The final Artificial Neural Network model predictions were compared with the Finite Element
Method results, showing good agreement but with a much shorter solution time.

Keywords: artificial neural networks; deep learning; power transformers; stress; finite element
method; electromagnetic forces

1. Introduction

Electromagnetic forces and stresses in conductors are usually determined with the
Finite Element Method (FEM) [1–5]. As a numerical method, FEM needs the discretization
of the medium, which results in the creation of nodes, each one represented as one row and
one column in a matrix [6]. This process is not unique because FEM internally looks for
the discretization that presents a slight field variation between nodes [7]. This is achieved
through an iterative process, which lasts longer when the parameters of the problem have
a nonlinear behavior—such as the permeability of the transformer core.

As a consequence, FEM could spend excessive time in obtaining one solution. When
the transformer design requires the electromagnetic forces, this is not a problem because
just a small number of calculations need to be performed. For example, if the procedure
of evaluation of design recommended in [8] is followed, only the worst force and stress
must be calculated, which implies one FEM simulation. Even if the dynamical analysis
of the same reference is considered, 250 simulations should be performed at most, which
correspond to 2 s at 60 Hz, at the highest value of short circuit current and the most
pessimistic transient conditions.

However, if the forces must be calculated multiple times, FEM could become cum-
bersome. For that reason, finding a method that quickly determines the stress in winding
conductors of a power transformer, such as an artificial neural network (ANN), may be
very useful.

The interaction between artificial intelligence and electromagnetic forces is not widely
studied in the research community.

Some investigations are focused on the analysis of possible damage inside the equip-
ment. For example, in [9], ANNs were applied to classify the condition of power transform-
ers as normal, degraded, or anomalous. The novelty of the research was the identification
of nonlinearities in the response of the vibrations before electrical load variations. In
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the experimental setup, the vibrations due to electromagnetic forces in windings were
separated from those due to magnetostriction in the core. The ANN classification results
were compared with those of a Naive Bayesian Classifier, giving better accuracy.

Other related investigations are not focused on forces but on the determination of
the magnetic field. In [10], magnetic fields were calculated with the use of Convolutional
Neural Networks (CNN). In that research, a transformer with variable dimensions of the
core and windings was included in the analysis. The authors used pictures of the magnetic
field distribution as input for training. Each pixel was an input for the CNN. The training
process was of the supervised kind. The authors used dropout layers to increase the
generalization of the network. The dropout neurons were probabilistically chosen through
a Bayesian Monte Carlo Technique. This same technique was used to detect if the problem
was not suitable to be modeled with a CNN. An important feature of the research is the use
of dilated filters, which fit well with the behavior of the magnetic field, which is influenced
by the surrounding fields. The main limitation of the research is that the electrical current
was not varied when creating the training data. This restriction limits the application of
the CNN model when the goal is its use in practical problems. The study is limited to only
one current, which could become a restriction when the fields and the forces are required
for different transformer operating conditions.

A similar approach to using CNN—treating the magnetic field like a picture—was
used in [11]. In this case, the problem is the determination of electromagnetic scattering
when there is an incident wave. Finite differences in the frequency domain were used to
generate the training data corresponding to wave and scattering pictures. The novelty of
the paper is the use of deep residual networks to improve the network accuracy despite
the number of hidden layers. The main difference with the problem of the fields in power
transformers is the characteristics of the internal components’ dimensions. While the core
has lengths in the order of one meter, the winding conductors or disks could be as thin as
millimeters. This wide range of dimension values brings difficulties in treating the pictures
required to use this technique.

This research presents an ANN design to determine the stress in the conductors of
a 400 MVA, three-phase power transformer produced by the circulation of three-phase
fault currents.

FEM simulations are used to train the ANN, where a set of possible fault currents is
the input data, and the corresponding stresses in the conductors are the output data. As
discussed, each FEM simulation takes a long time. Thus, if the objective is to monitor the
effects of the stress on the power transformer in real-time, the FEM simulations would not
be the most appropriate option. On the other hand, when developing the ANN model,
the long FEM simulation time is needed just during the data collection. After that, the
ANN model can predict the stress due to any electrical current inside the range that was
established during the creation of the model. As a consequence, there would be a handy
ANN model fast enough to get results in real-time, and that could be used during the
transformer’s lifetime.

In regards to the design of the ANN model an objective is to find the best combina-
tion of alternatives based on three characteristics: architecture, activation functions, and
optimizers used in the ANN model. The best combination is assessed by checking three
attributes: the error for the training data, the generalization with the validation data, and
the convergence time of the process.

2. Artificial Neural Networks Characteristics

Two concepts are commonly used in ANN literature: parameters and hyperparam-
eters. Parameters change during the training process, i.e., they are controlled by the
computational program—for example, the weights on each connection. Hyperparam-
eters are defined outside the training process and usually are predefined, for example,
the number of ANN layers [12]. Hence, the designer’s task is to find the appropriate
hyperparameters to get the lowest difference between the actual and the calculated value.
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The difference between the calculated output value ŷ and the actual value y is the
error function of the model L, determined in Equation (1). This function is minimized
during the training process.

Minimize L = ∑(y− ŷ)2 (1)

The objective of the ANN model design is to obtain the minimum error. The hyperpa-
rameters that the designer can change are the architecture, the optimizer, and the activation
function. The architecture includes the number of layers and the number of neurons on
each layer. The optimizer is the method to minimize the error function. The activation
function introduces nonlinearities in the model.

2.1. Optimizers

Each iteration updates the weights to reach a point as close as possible to the error
function’s minimum. This optimization problem is multidimensional (one dimension per
weight); hence, the best direction of change for the weights is given by the function’s gradi-
ent to be optimized, i.e., the error function. This research has compared four optimizers:
SGD, SGD with Momentum (SGDmom), RMSprop, Adam, whose implementations are
shown from Equation (2) to Equation (5). α is the learning rate, η is the momentum, and v
is the velocity of change. ρ, ε, m, β1, and β2 are factors according to each optimizer.

• SGD

w̄j ← w̄j − α∇wL (2)

• SGD with Momentum (SGDmom) [13]

vt+1 = η · vt +∇wL

wt+1 = wt − α · vt+1
(3)

• RMSprop [14]

vt+1 = ρ · vt + (1− ρ) · ∇wL2

∆wt+1 = η · ∆wt +
α√

vt+1 + ε
· ∇wL

wt+1 = wt − ∆wt+1

(4)

• Adam [15]

mt+1 = β1 ·mt + (1− β1) · ∇wL

vt+1 = β2 · vt + (1− β2) · ∇wL2

bt+1 =

√
1− βt+1

2

1− βt+1
1

∆wt+1 = α · mt+1√
vt+1 + ε

· bt+1

wt+1 = wt − ∆wt+1

(5)

2.2. Activation Functions

The activation functions that are part of the analysis in the present research are

• ReLU
f (x) = max[0, x] (6)
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• Leaky ReLU [16,17]

f (x) =
{

x if x ≥ 0
αx if x < 0

(7)

• PReLU [18]: The factor a is determined adaptively during training [19].

f (x) =
{

x if x ≥ 0
ax if x < 0

(8)

• ELU

f (x) =
{

x if x ≥ 0
α(ex − 1) if x < 0

(9)

3. Description of the case
3.1. Power Transformer Characteristics

The transformer under analysis is a two-winding, three-phase power transformer.
Table 1 presents its characteristics, Table 2 indicates the dimensions, and Figure 1a shows
its internal structure. The windings are of a disk type. The transformer core material is US
Steel Type 2-S, 0.018 inch thickness, whose saturation curve is represented in Figure 1b.
This material is part of the FEMM software library [20].

Table 1. Power transformer under analysis.

Variable Value Unit

Power 400 MVA
High Voltage 230 kV
Low Voltage 138 kV
Frequency 60 Hz

Group of Connection Yy0
Impedance (own base) 33.61 %

Number of Low-Voltage Disks 100 u
Number of High Voltage Disks 105 u

Table 2. Transformer internal dimensions.

Item Length (m)

Core Diameter 0.9582
Core window height 3.034

Limb–limb separation 1.853
Low-voltage winding inside diameter 1.108

Low-voltage winding outside diameter 1.309
High-voltage winding inside diameter 1.429

High-voltage winding outside diameter 1.625
Low-voltage disk height 0.0175
High-voltage disk height 0.0136

Spacer block (located between disks) 0.010
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Figure 1. Power transformer characteristics. (a) Internal structure; (b) Core saturation curve.

3.2. Currents in Windings

The currents considered to calculate the conductors’ stress are those of three-phase
faults seen by the transformer. The range goes from fault currents on the transformer
terminals to fault currents with values lower than the rated current.

The peak values are taken from the transient currents. For simplicity, the origin of the
fault is located when one phase current (A, B, or C) crosses through zero. In Equation (10),
the general form to calculate the currents in the three phases of the low-voltage windings
is shown [21]. The current previous to the fault has not been considered when generating
the training samples; however, in the final results, it will be seen that the model is accurate
even for preloaded cases. Table 3 shows the correspondence between the phase currents
and those of Equation (10), according to the instant of the fault.

i1(t) = ILV · [sin(ωt− φ) + sin(φ) · exp(−λt)]
i2(t) = ILV · [sin(ωt− θ − φ) + sin(θ + φ) · exp(−λt)]
i3(t) = ILV · [sin(ωt + θ − φ) + sin(−θ + φ) · exp(−λt)]

(10)
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Table 3. Correspondence between the phase currents and Equation (10).

Phase Crossing the Zero Current i1 i2 i3

Phase A ia ib ic
Phase B ib ic ia
Phase C ic ia ib

ILV is the maximum fault current when it has reached the steady-state. It depends on
the impedance Z seen by the transformer during the fault—i.e., on the resistance R and the
inductive reactance XL—as shown in Equation (11), where VLV is the peak line-to-neutral
voltage of the low-voltage winding (112.7 kV for this study).

ILV = VLV/Z

Z =
√

R2 + X2
L

(11)

where ω is the angular frequency (2 · π · 60 for a 60 Hz power frequency). θ is the angle
to control the fault’s time; one phase will see the fault at zero seconds or zero radians,
whereas the other two phases will see the fault at ±120◦, depending on the phase. φ is the
angle of the impedance Z, i.e., cos φ = R/Z. λ is the time constant of the electromagnetic
transient, i.e., λ = R/L, where L is the inductance of the inductive reactance XL.

The transformer’s impedance is the lowest limit, which, in the generation of input
data, represents the current at the transformer’s terminals. The leakage reactance is 33.61%,
which is 16 Ω in the transformer base. The highest limit has been set until a reactance of
80 Ω, as Table 4 shows.

Table 4. Range of impedances used in the calculation of the phase currents.

Location of Fault Resistance Reactance

Transformer terminals 1 Ω 15 Ω
Far away from transformer 5 Ω 80 Ω

3.3. Electromagnetic Forces

Electromagnetic forces act on the conductors of a winding when the current interacts
with the surrounding magnetic field [22]. In mathematical form, this is expressed in
Equation (12); f is the force per volume, J is the current density, and B is the magnetic
induction [23].

f = J × B (12)

Therefore, the main task is to find the magnetic induction B since J is part of the
input data. From Electromagnetic Theory, B can be obtained by first calculating the
magnetic vector potential A in Equation (13) (Laplace equation for magnetics) and then B
in Equation (14) [24]. However, this process requires the treatment of partial differential
equations (PDE), which usually do not have analytical solutions unless the problem has a
simple geometry [25]. That is not the case for power transformers, which, on the contrary,
have a complex geometry [26].

∇2 A = −µJ (13)

∇× B = A (14)

FEM is a numerical method used to solve partial differential equations that have
the form of Poisson or Laplace equations. Hence, the method can be used to find the
magnetic field B in power transformers. FEM discretizes the medium where the field must
be determined.
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Like any partial differential equation, Equation (13) also needs a boundary condition to
have a unique solution. This condition is considered inside FEM and must be set during the
simulation. FEM simulations for power transformers use the Dirichlet boundary condition,
which sets a null value for A in some predetermined border. The ideal case would be to
have a null vector magnetic potential at infinity because it works as a reference for the
rest of the system. As it is not physically possible to have this condition, an appropriate
border is chosen by following the convergence criteria for computational methods [27],
which recommends performing simulations until no high variation is seen in the values
of the potential inside the power transformer. Moreover, the boundary conditions have
been located symmetrically around the equipment to have a similar influence in the
internal fields.

Figure 2 presents the discretization of the 400 MVA power transformer under analysis,
generated by the software FEMM. Note that around the disks, the discretization is denser.
This characteristic of the triangulation process allows finding a more detailed field where it
is suspected that the magnetic induction will have a higher change.

(a)

(b)

Figure 2. Discretization of 400 MVA power transformer. (a) Complete transformer; (b) Discretization
around the disks.
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Figure 3 shows the magnetic induction when the transformer is working under rated
conditions. The current on Phase A is at its peak. The magnetic induction is the highest in
the first limb, which belongs to Phase A. The same behavior is seen in the flux lines. Note
that some lines cross the disks of the transformer. They represent the magnetic flux that,
together with the current density, will produce a force in the disks.

(a)

(b)

Figure 3. Magnetic induction for rated current. (a) Magnetic induction; (b) Flux lines.

For this same case, Figure 4 shows the radial and axial forces on the low-voltage
winding. Disk 1 is the highest of the winding, and Disk 100 is the lowest. The radial forces
are all positive, which means they are directed towards the core. The maximum radial
force is located around the middle of the winding. The axial forces are negative in the
highest disk and positive in the lowest disk. This characteristic means that they are directed
towards the middle of the winding.
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Figure 4. Forces on Phase A low-voltage winding. (a) Radial force; (b) Axial force.

In the high-voltage winding (see Figure 5), the radial forces are negative. They are
directed away from the core. The axial forces have similar behavior to the low-voltage
radial forces, which means that they point towards the middle of the winding.
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Figure 5. Forces on Phase A high-voltage winding. (a) Radial force; (b) Axial force.

3.4. Winding Conductors Stress

The stresses in the winding conductors are the outputs of the ANN. For the sake of
simplicity, the ANN design considers only the middle winding conductors, which have the
highest value of stress and force. Thus, for the low-voltage winding, the stress is stored
from disk 48 to disk 51; for the high-voltage winding, it is held from disk 49 to disk 51.

In addition, to reduce the simulation time, each disk of the winding is taken as one
conductor. This simplification in the model is possible because the stress is defined as a per
area magnitude, which does not have a high difference among the disk conductors when
there is no considerable variation in the force per volume. The procedure developed in this
research has taken the middle conductor of the disk to analyze the average value of stress.
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The model considers each disk as a ring. Only the radial force is counted towards
calculating the stress because it is the only one that can have a value without causing
displacement of the ring. The axial force is nullified in the winding structure, either by
another disk or by the winding supports; if that were not the case, the disk would have
vertical movements [28].

Figure 6 shows a ring subject to a radial force. The wire radius is much lower than the
radius R. The radial force fr causes P, which is perpendicular to the wire section. Due to the
force P, there is a stress σ acting on the wire. In that way, the stress σ is calculated according
to Equation (15) [29]. The force fr is the radial component of the force per unit length.

P = fr · R

σ =
P
Sc

(15)

R

PP

fr

Figure 6. Ring subject to the action of a radial force f and a force P perpendicular to its section.

The following example uses a case with R = 1 Ω and XL = 15 Ω to explain the
approach to find the conductors’ stress. Table 5 presents the values used in Equation (10) to
calculate the current as a function of time. Figure 7a shows the three phases’ current shape
for a fault starting when the Phase A current is zero.

Table 5. Variables for the R = 1 Ω and XL = 15 Ω case.

Variable Value Unit

α 25.13 s−1

Z 15.03 Ω
φ 1.504 radians

V max 112.67 kV
I max 7495 A

θ 2.094 radians
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Figure 7. Current and stress for a three-phase fault with a system equivalent impedance R = 1 and
XL = 15. (a) Current on the three phases; (b) Stress on phase A.

The current and the transformer internal geometry are the input data for the FEM
simulations. The output of the FEM simulations is the magnetic field. Then, the stress is
calculated as described before. Figure 7b shows the stress for the example.

4. ANN Design

The input data of the ANN are the currents circulating through the windings and the
output data are the stresses on the conductors, as shown in Figure 8.
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Figure 8. Artificial neural network used to find the stress in the conductors of the windings as a
function of the input currents.

The design of the ANN follows three steps:

• Tune the architecture of the model;
• Tune the optimizer;
• Tune the activation functions.

SGD models are developed to obtain a set of possible architectures. The learning rate
used during the process is 0.1 because a value less than that would take too much time and
too many epochs to converge. The following architectures had the best performance and
are part of the next design steps.

One hidden layer:

126 251 501 1000
1995 3981 7943 10,000

Two hidden layers:

[16 1000] [32 501] [32 1000] [63 126]
[63 251] [63 501] [63 1000] [126 32]
[126 63] [126 126] [126 251] [126 501]
[126 1000] [251 32] [251 63] [251 126]
[251 251] [251 501] [251 1000] [501 16]
[501 32] [501 63] [501 126] [501 251]
[501 501] [501 1000] [1000 16] [1000 32]
[1000 63] [1000 126] [1000 251] [1000 501]
[1000 1000]

4.1. Tuning the Momentum and Epsilon

Three models from SGD are used to find the appropriate momentum. They represent
the first, second, and third quartile: 3981, [501 126], and [63 126]. The usual behavior is to
have a lower error as long as the momentum rises. The momentum with the lowest error is
0.9, as Table 6a shows in the mean value for the three cases tested. Therefore, a momentum
of 0.9 is used when testing the optimizers.

For tuning epsilon in RMSprop, the first, second, and third quartiles SGDmom are
taken, i.e., [501 251], 1000, [126 251]. An epsilon of 10−4 yields the lowest error for the three
cases. This result is verified in the mean values of Table 6b.
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The same quartiles of SGDmom are used to tune epsilon in Adam. The lowest error
appears for the epsilon 10−4. Table 6c confirms this result.

Table 6. Mean value for the error according to the momentum and epsilon.

(a) Momentum for SGDmom

Momentum Mean value

0.1 6.3774 · 10−6

0.3 6.6169 · 10−6

0.5 6.2652 · 10−6

0.7 5.8841 · 10−6

0.9 4.8939 · 10−6

(b) Epsilon for RMSprop

Epsilon Mean value

10−5 3.52 · 10−6

10−4 2.90 · 10−6

10−3 4.15 · 10−6

10−2 5.01 · 10−6

10−1 5.52 · 10−6

1.0 7.03 · 10−6

(c) Epsilon for ADAM

Epsilon Mean value

10−7 6.60 · 10−6

10−6 5.91 · 10−6

10−5 4.14 · 10−6

10−4 3.11 · 10−6

10−3 3.80 · 10−6

4.2. Comparison of Optimizers

Table 7 summarizes the hyperparameters used in the process for each optimizer.
RMSprop and Adam have a lower learning rate than SGD and SGDmom because they are
faster to converge.

Table 7. Range of each optimizer hyperparameter.

Optimizer Hyperparameter Value

SGD α 0.1

α 0.1SGDmom
η 0.9

α 0.01

ρ 0.9

η 0.9
RMSprop

ε 10−4

α 0.001

β1 0.9

β2 0.999
Adam

ε 10−4
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Figure 9 shows the training time for each optimizer. By far, SGD needs the longest
time to converge, even with a higher learning rate. It is about forty times greater than
RMSprop and Adam times.
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10

15

20

25

30
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185 370 555 740 925
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15
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Time [s]

(b) SGD with momentum
Figure 9. Cont.
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Figure 9. Histograms for the convergence time of each optimizer.

In Figure 10a, the performance for the optimizers analyzed in this research is presented
for a patience 10. RMSprop and Adam have the lowest error; hence, they are chosen for
the analysis with patience 40, which is shown in Figure 10b. Both optimizers have similar
errors, though Adam has a slightly lower value; therefore, it is chosen for the ongoing
analysis.
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10−5.5 10−5 10−4.5

SGD

SGD MOM

RMSprop

Adam

Error

(a) Training with Patience 10

2 3 4

·10−6

RMSprop

Adam

Error

(b) Training with Patience 40

Figure 10. Comparison of errors for different optimizers.

4.3. Choosing the Activation Function

Similar to the procedure to get the optimizers’ hyperparameters, the first, second,
and third quartiles obtained in the Adam process with patience 40 are used to analyze the
activation functions. The related architectures are [251 32], [251 1000], and 126, respectively.

Table 8a shows the behavior of the error considering the variation of Alpha for Leaky
ReLU. Alpha 0.1 presents the lowest error and is used in the detailed analysis. Table 8b
shows the behavior of loss for alpha with the ELU activation function. The value of alpha
0.3 presents the lowest error.
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Table 8. Mean value for the error according to Alpha.

a. Leaky ReLU with Adam

Alpha Mean value

0.1 2.80 · 10−6

0.2 3.21 · 10−6

0.3 4.02 · 10−6

0.4 7.78 · 10−6

0.5 2.25 · 10−5

b. ELU with Adam

Alpha Mean value

0.1 5.12 · 10−6

0.3 3.42 · 10−6

0.5 7.05 · 10−6

0.7 8.20 · 10−6

0.9 1.83 · 10−5

1.0 1.29 · 10−5

Figure 11 presents the loss distribution for the four activation functions: ReLU, Leaky
ReLU, ELU, and PReLU. The behavior is similar for all of them. ReLU and Leaky ReLU have
the lowest losses. ReLU is the activation function chosen because of its natural simplicity.

2 2.5 3 3.5 4 4.5

·10−6

ReLU

Leaky ReLU

ELU

PReLU

Error

Figure 11. Comparison of activation functions.

To conclude, the best suited ANN has the following characteristics:

• Optimizer—Adam;
• Activation Function—ReLU.

4.4. Choosing the Final Architecture

Until this point, the design procedure has considered all the architectures described
at the beginning of Section 4. Once the optimizer and the activation function have been
settled, along with the related hyperparameters, the architectures included in the first
quartile are used to continue with the design:

One hidden layer: 501, 1000, 1995, 3981, 7943, 10,000.
Two hidden layers: [16 1000], [63 1000], [501 16], [1000 251], [1000 1000].
Figure 12 shows the error for each architecture. The best four, one-hidden-layer archi-

tectures have a better performance than any two-hidden-layer architectures. In addition,
they have a similar value of error. The architecture with one hidden layer and 1995 neurons
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is chosen for the simplicity of the model. According to the training processes, the model
does not require additional tuning since the error will not decrease significantly.

0 0.5 1 1.5 2 2.5 3 3.5

10,000

7943

3981

1995

1000

501

[1000 1000]

[1000 251]

[501 16]

[63 1000]

[16 1000]

1.99

1.99

2.01

2

2.22

2.13

3.42

2.1

2.14

2.14

2.59

Loss [10−6]

Figure 12. Errors for Patience 100, Optimizer—Adam.

Figure 13 presents the process of training the final design with a patience 100. The
error consistently reduces until the number of epochs is close to the thousands. Then, the
error is almost constant. There is a noise, which means that the algorithm has reached a
minimum and is skipping from one point to another.

100 101 102 103 104
10−6

10−5

10−4

10−3

Epochs

E
rr
or

Training

Testing

Figure 13. Behavior of the training and testing errors for the 1995 neurons, one-hidden-layer model.
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The final design is validated with data that were not used for training nor testing dur-
ing the design process. The error with the validation data was 7.8136 · 10−8. The validation
data has 795 samples from different values of resistance and reactance combinations.

5. Comparison to the Finite Element Method
5.1. Results in Actual Measurement Units

The model is applied to the transformer where the input data are the current through
the windings in amperes, and the output data are the stresses on the winding’s middle
disks in Pascals. For the simulated cases, the stress is calculated at the points where the
currents (hence, the forces and the stresses) have an extreme value. Figure 14 illustrates
this point for one cycle. For Phase A, the stress is calculated in π and in 2π. For Phase B,
the stress is calculated in 2π/3 and in 5π/3. Finally, for Phase C, the stress is calculated in
π/3 and in 4π/3. The process is repeated for the rest of the analyzed time.

All of the cases simulate a fault that begins when Phase A is crossing through zero,
and the power transformer has a prefault rated current.

0 π
3

2π
3

π 4π
3

5π
3

−1

−0.5

0

0.5

1

Angle [radians]

C
u
rr
en
t
[p
.u
.]

Phase A

Phase B

Phase C

Figure 14. Extreme values location of current for each phase in one cycle.

The first case simulates a fault with resistance R = 1 Ω and a reactance XL = 80 Ω.
This impedance represents a fault located far away from the transformer’s terminals.
Figure 15 shows the results for FEM and ANN simulations. The high XL/R ratio extends
the transient of the phenomenon. Thus, the cycles with high stress do not touch the cycles
with low stress within the fifty cycle simulations. The results for FEM and ANN simulations
are very close.
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Figure 15. FEM and ANN simulations for a fault impedance of R = 1 Ω and XL = 80 Ω.

The second event is a fault with a resistance R = 1 Ω and a reactance XL = 47 Ω
(see Figure 16). The impedance is lower than in the first case, which causes higher stress
on the conductors. The resistance/reactance ratio is also lower; hence, the transient ends
faster and the difference between cycles of high stress and low stress is reduced at the
end of the fifty cycles period. Some differences in the results of FEM and ANN are seen
at the beginning of the phenomenon, mainly when the stress is high. Nonetheless, such
difference is negligible.
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Figure 16. FEM and ANN simulations for a fault impedance of R = 1 Ω and XL = 47 Ω.

Finally, a fault at the terminals of the transformer, with a resistance R = 1 Ω and
XL = 15 Ω, is analyzed (see Figure 17). The transient ends in about 20 cycles. The highest
stress is present in Phase A, which agrees with the fault time when Phase A crosses zero.
Most of the results are very close for FEM and ANN. A few cases where an appreciable
difference exists are located at the beginning of the transient in Phase B and Phase C, for
the highest stress values.
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Figure 17. FEM and ANN simulations for a fault impedance of R = 1 Ω and XL = 15 Ω.

Table 9 presents the mean absolute percentage error for the foregoing cases. The model
has the least error when the fault is at the terminals of the power transformer. As long as
the fault is farther away, the error increases. In each case, the error is greater when the
stress is lower. This behavior agrees with the training characteristics of ANNs that are
more influenced by higher values than by lower ones.
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Table 9. Mean absolute percentage error for the ANN model.

a. R = 1 and XL = 15

Phase Winding MAPE(%)

Low Voltage 0.33A High Voltage 0.26

Low Voltage 0.92B High Voltage 0.74

Low Voltage 0.66C High Voltage 0.65

b. R = 1 and XL = 47

Phase Winding MAPE(%)

Low Voltage 5.21A High Voltage 5.30

Low Voltage 2.76B High Voltage 1.81

Low Voltage 1.47C High Voltage 1.51

c. R = 1 and XL = 80

Phase Winding MAPE(%)

Low Voltage 15.10A High Voltage 15.47

Low Voltage 18.06B High Voltage 12.90

Low Voltage 13.40C High Voltage 14.85

5.2. Simulation Time

A fault with R = 1 Ω and XL = 15 Ω was simulated with FEM and the ANN model
to obtain the time of the simulation.

Figure 18a presents the time spent in FEM simulations. The relationship between the
number of samples and the time of simulation is linear. Each sample takes about 143 s for
its simulation. For this reason, the simulation of a phenomenon with 150 pulses of stress
required about six hours.

On the other hand, ANN simulations require about 0.53 s for 10,000 samples, see
Figure 18b. The reduction of time due to the direct application of the model is evident. This
reduction was expected since the model contains only matrix operations and the use of
the activation function. The computational system limits the time reduction; therefore, the
minimum simulation time is constant (0.085 s) from the tens to the hundreds of samples.

The high number of samples that can be simulated in less than one second opens
the possibility of using the model in real-time applications. Considering only the peak
values of stress, there are six values per cycle (two per phase); for a power frequency of
60 Hz, that means a sample each 2.78 · 10−3 s. In real-time, 10,000 samples would require
27.8 s. Consequently, the 0.53 s are enough for a real-time simulation of this kind. The limit
would be a batch of 40 samples that has an average of about 470 samples per second to be
simulated, which is higher than the 360 samples per second needed for stress analysis. This
analysis was performed in a personal computer with an Intel i5, 64 bit, 2.50 GHz processor
and 4.00 GB of RAM.
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Figure 18. Simulation time according to the number of samples.

6. Conclusions

This research shows the possibility of modeling the stresses in winding conductors
of a 400 MVA, three-phase power transformer using artificial neural networks. For this
purpose, an analysis of the combination of hyperparameters that best reduces the error
between the proposed model and the finite element analysis results was performed.

For the conductor stress problem, the single-layer models performed better than the
two-layer ones. Additionally, more complex models took longer to minimize the error
function, which is a disadvantage during the design process. In other words, it is not
always true that a more complex model is better.

As the optimizers were more elaborated or had more hyperparameters, the algorithm
found the minimum of the loss function faster. RMSprop and Adam had a better conver-
gence speed than SGD or SGDmom. As a consequence, lower learning rates could be used,
and the model achieved lower losses.

As for this research’s problem, the activation functions did not have too much influence
on the model’s accuracy. ReLU was chosen, in the end, because of its simplicity since it
does not have any hyperparameter and its implementation is straightforward.

With groups of data greater than 40 samples, it is even possible to use the artificial
neural network model in real-time applications when the stress is needed only in peak
values, such as in fatigue analysis.

A possible future investigation could be the design of an artificial neural network
model for stresses caused by inrush currents. The problem has particular characteristics
that make it challenging for an artificial neural network model. Mainly, the nonlinear
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features of the core could be an issue in modeling the phenomenon overall because, in this
case, the transformer might be working under saturated conditions.
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(is research compares four machine learning techniques: linear regression, support vector regression, random forests, and artificial
neural networks, with regard to the determination of mechanical stress in power transformer winding conductors due to three-phase
electrical faults. (e accuracy compared with finite element results was evaluated for each model. (e input data were the transient
electrical fault currents of power system equivalents with impedances from low to high values. (e output data were the mechanical
stress in the conductors located in the middle of the winding. To simplify the design, only one hyperparameter was varied on each
machine learning technique. (e random forests technique had the most accurate results. (e highest errors were found for low-stress
values, mainly due to the high difference between maximum and minimum stresses, which made the training of the machine learning
models difficult. In the end, an accurate model that could be used in the continuous monitoring of mechanical stress was obtained.

1. Introduction

(e determination of electromagnetic forces due to electrical
faults in power transformer windings is a crucial activity
developed during the design stage [1–3]. (is problem is
generally solved through numerical methods because of the
transformer geometry characteristics and the partial equa-
tions involved. Nowadays, the finite element method (FEM)
is the most used technique for this task in [4–7].

Internally, FEM divides the medium into triangular or
rectangular elements inside which the magnetic field is
considered constant [8].(emore variation the field has, the
more elements are needed for better accuracy. Since the field
value is unknown at the beginning, the first attempt at the
disposition of elements is performed according to the ge-
ometry of the problem. After that, the elements are itera-
tively divided and relocated depending on the results of the
simulations [9].

(erefore, the whole process takes a long time to find the
solution for one set of high and low voltage currents. (is

time consuming process is not a problem for power
transformer design because the simulation is limited to a few
cases corresponding to the worst case scenario. However,
when conducting a continuous analysis of the effect of the
forces or mechanical stress in transformer windings, such as
a stress analysis [10, 11], using FEM is unfeasible mainly
because the results are needed almost in real-time.

An alternative path to solve this problem is the method
of images since it reduces the algebraic operations needed to
find the forces.(emethod of images for magnetic fields was
presented by Hammond [12] based on the works introduced
by (omson and Kelvin [13]. Kulkarni and Khaparde
suggested its use for the determination of the transformer
reactance based on the magnetic field [14]. Minhas utilized
the method of images for the determination of forces and
winding vibrations in a single phase transformer [15]. In
another investigation, the forces acting in the transformer
terminal are calculated through the use of the method of
images [16]. (e method of images assumes that the per-
meability of the core is constant, and for each winding, the
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magnetic material extends towards infinite. As an advantage,
this method directly gives the forces without the need to
calculate themagnetic field. However, it has not been applied
to three-phase transformers; hence, it is unclear how the
images must be located, mainly for the windings that em-
brace the middle limb of the core. Another issue is the
constant permeability, which does not represent the problem
when the transformer phases affect each other.

In a previous work, the application of artificial neural
networks (ANNs) for the determination of mechanical stress
has been analysed [17]. For training the ANNs, FEM sim-
ulations were used, and a good approximation was obtained.
(e advantage of the method is the time reduction in getting
the results. Although FEM is still necessary to get the
training data, it is no longer used for the rest of the power
transformer lifetime after the model is obtained. (e
drawback is the difficulty of training the ANNs. (ey have
many hyperparameters that affect the model accuracy [18].
Finding the best combination of hyperparameters could
become cumbersome.

(is research explores the use of four machine learning
techniques for the determination of mechanical stress: linear
regression (LR), support vector regression (SVR), random
forests (RF), and ANN. (e objective is to compare each
technique’s accuracy when varying only one hyper-
parameter, thus simplifying the model design and
implementation.

(e worst accuracy result found when using ANNs was
chosen for comparison purposes, i.e., when the electrical
fault faces a high impedance [17].

2. Method

(ere are two stages in the development of the machine
learning tools:

(i) Generation of data: the mechanical stress is found
for different electrical currents circulating through
the windings

(ii) Training of the machine learning model: the pair
electrical currents-mechanical stress is used to train
the model

2.1. Mechanical Stress. (e first step towards finding the
mechanical stress is the determination of the magnetic in-
duction B around the winding conductor. For this, recall
that the magnetic vector potential A acting in a point obeys
the Poisson equation (1), where J is the current density
circulating through the point and μ is the permeability of the
medium. (en, B can be found by equation (2).

∇2A � −μJ, (1)

B � ∇ × A. (2)

For the solution of equation (1), the software FEMM
[19], which implements FEM, was used. Table 1 presents the
transformer characteristics, while Table 2 presents the ge-
ometry entered in FEMM.

(e electrical currents considered correspond to elec-
tromagnetic transients of electrical faults that face imped-
ances from z � 1 + j15Ω to z � 5 + j80Ω. A total of 7839
and 795 training and validation cases were generated, re-
spectively. (ey belong to faults starting when Phase A,
Phase B, and Phase C cross zero. Equation (3) shows the
formulation for the low voltage winding transient current,
ILV, where ω is the angular frequency of the system, t is the
time, ϕ is the angle representing the fault starting point, θ is
the angle between phases (120° in a three-phase balanced
system), and λ � ωr/xl, where r and xl are the equivalent
resistance and inductive reactance seen by the fault.(e high
voltage current is determined with the ratio of the respective
windings.

ia(t) � ILV · [sin(ωt − ϕ) + sin(ϕ) · exp(−λ t)],

ib(t) � ILV · [sin(ωt − θ − ϕ) + sin(θ + ϕ) · exp(−λ t)],

ic(t) � ILV · [sin(ωt + θ − ϕ) + sin(−θ + ϕ) · exp(−λ t)].

(3)

Once B was found, the force per volume unit on the
conductor was calculated by the following equation:

f � J × B. (4)

(e radial force in the middle conductors of the
windings represents the highest value [17]. Moreover, this
force component is the only one that could affect the
conductor continuously because the winding internal
structure nullifies the axial force effects. (erefore, a sim-
plified model of the winding conductor can be used to
determine the stress, where the conductor is modelled as a
ring with radius Radring and cross-sectional area Sc.(us, the
force P normal to the section of the conductor subjected to a

Table 1: Power transformer technical characteristics.

Variable Value Units
Power 400 MVA
High voltage 230 kV
Low voltage 138 kV
Frequency 60 Hz
Group of connection Yy0
Impedance (own base) 33.61 %
Number of low voltage disks 100 U
Number of high voltage disks 105 U

Table 2: Power transformer geometry.

Variable Value (m)
Core diameter 0.9582
Core window height 3.034
Limb-limb separation 1.853
Low voltage winding inside diameter 1.108
Low voltage winding outside diameter 1.309
High voltage winding inside diameter 1.429
High voltage winding outside diameter 1.625
Low voltage disk height 0.0175
High voltage disk height 0.0136
Spacer block (located between disks) 0.010
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radial force per length Fr and the stress σ are calculated by
the following equations, respectively:

P � Fr · Radring, (5)

σ �
P

Sc

. (6)

An additional simplification was to take the whole disk
as a conductor. In that way, the FEM discretization was
reduced and so was the simulation time to create the training
and validation samples.

2.2. Machine Learning Models. (e design and imple-
mentation of the machine learning models were performed
in the Python library scikit-learn 0.24.2. For each technique,
Table 3 shows the scikit-learn libraries employed and the
modified hyperparameters. Two libraries are needed in LR
because the LinearRegression library can model only a
straight line. With PolynomialFeatures, a higher degree
polynomial, including the products of all the input variables,
can be used for the model.

Previous to training, the input and output data were
standardized (see equation (7)) so that all the values are in
the range from zero to one.

xstd �
x − xmin

xmax − xmin
,

ystd �
y − ymin

ymax − ymin
.

(7)

(e most suitable hyperparameter value is determined
by evaluating the coefficient of determination R2, defined by
equation (8), where ytrue is the true value of the output
variable, ypred is the output value predicted by the model,
and ytrue is the mean value of the output variable:

R
2

� 1 −
u

v
,

u �  ytrue − ypred 
2
,

v �  ytrue − ypred 
2
.

(8)

3. Results

3.1. Hyperparameters for the Highest Accuracy. For LR, the
polynomial degree was varied from one to nine. Figure 1
shows the accuracy variation.(e validation test had the best
behaviour between degrees five and eight. (e polynomial of
degree five was considered for the sake of simplicity.

Figure 2 shows the error for SVR, when the hyper-
parameter C varied from 1 to 400.(e minimum error value
is located at C � 250. (e training error was nearly constant
for high values of C, but the validation error slightly in-
creased, which could indicate overfitting.

In RF, the number of trees was modified (see Figure 3).
(e error decreased until a number of 100 trees. After that,
the error was constant both in the training data and in the

validation test. (e maximum number of trees was set at
1000 because the training time was too long after that.
Moreover, no improvement was seen from 100 to 1000 trees.
Hence, 100 trees were chosen for the model.

Figure 4 shows the variation of the error for a different
number of units in the hidden layer for ANN. Only one
hidden layer was considered because that architecture has
the best accuracy for the ANN-based models [17] in the
mechanical stress problem. (e number of units had a small
effect on the training data error. However, the error de-
creased almost uniformly in the validation test, reaching a
minimum at 1625 units. (is machine learning technique
accentuated the different behaviour between the training
data and the validation test. It was clear that increasing the
number of units in the layer did not decrease the model’s
error.

A comparison of the lowest error is seen in Figure 5. RF
had the best behaviour, LR and SVR have similar values, and
ANN has the highest error.

3.2. Error Comparison for a Transient Fault Current. (e
highest error of the ANN model in the determination of the
mechanical stress was found for electrical faults with the
highest impedance in a previous work. In particular, the case
of r � 1Ω and xl � 80Ω was seen as having the worst ac-
curacy [17].(erefore, that case was analysed in this research
for the comparison of the machine learning techniques.

Figure 6 shows the mean absolute percentage error
(MAPE) for the determination of stress in the low voltage
winding conductors. LR and RF had the lowest MAPE,
whereas it was the highest for SVR and ANN models. In
general, Phase B has the highest error.

In Figure 7, the MAPE for the mechanical stress in the
high voltage winding is shown. LR and RF still present the
lowest error. (e SVR model has the highest error in Phase
B.

To clarify where the differences between the machine
learning and FEMmodels are located, Figures 8 to 11 present
the results for the worst cases of each model. All of them
belong to the high voltage winding simulations. In general,
there is a high difference in low values of the mechanical
stress. (is may be due to the lower importance that these
cases have for the machine learning tool. For the practical
use of the model, this behaviour is not an issue because the
low mechanical stresses have little effect on the deterioration
of the winding conductor.

(e ANN model has a particular behaviour, as shown in
Figure 11. (e error prevails even when close to the steady-
state of the transient.(e error is high for the first cycles with
high and low stresses. For practical analysis, the ANNmodel
has the worst outcome.

4. Discussion

(e mechanical stress and the electromagnetic forces in
windings have a strong dependence on the electrical currents.
For that reason, although the validity tests have cases outside
those used in the training process, each machine learning

Journal of Electrical and Computer Engineering 3



Table 3: Scikit-learn libraries and the hyperparameters for each machine learning techniques.

Machine learning technique Library Hyperparameter

Linear regression Preprocessing.PolynomialFeatures DegreeLinear_model.LinearRegression
Support vector regression Svm.SVR C

Random forests Ensemble.RandomForestRegressor n_estimators
Artificial neural network Neural_network.MLPRegressor Hidden_layer_sizes
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Figure 1: Accuracy variation according to the polynomial degree.
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Figure 2: Accuracy variation according to C in support vector regression.
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Figure 3: Accuracy variation according to the number of trees.
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Figure 4: Accuracy variation according to the number of units in the layer.
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Figure 5: Comparison of the machine learning techniques according to the lowest 1 − R2 value.
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model has presented high accuracy, showing a low level of
overfitting. (is means that the behaviour seen by the model
during training is much related to the behaviour of the
validation set of data. (erefore, except for the ANN model,
the rest of the validation cases have given even lower errors
than those of the training simulations. As is usual in machine
learning models, overfitting is possible when the model is
more complex, e.g., when augmenting the polynomial degree
in LR or the value of hyperparameter C in SVR.

In the variation of hyperparameters, the models have a
homogeneous behaviour in the validation test. When the
model is simple, the error is high and lowers when the model
increases its complexity. (e error reaches a minimum at
some value and then begins to rise, showing signs of
overfitting. (e exception to this behaviour is ANN, which
has skipped in the flow of error when the model is more
complex. (is characteristic makes it difficult to find the
optimal point in the model design. (e multiple relations
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Figure 6: Error comparison for the low voltage windings.
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Figure 7: Error comparison for the high voltage windings.
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that exist inside the ANN model, with all the weights and
activation functions, might be the reason for that unusual
behaviour.

(e RF model has the best accuracy. (is result is seen in
the particular case of high impedance simulation for the low
voltage winding as well as in the validation test results. (e
chosen model has 100 trees.

(e second technique with the lowest error is LR, which
was modelled with a five-degree polynomial. As a result,
cross-terms between the six input currents are included in
the internal structure of the model. (is input data inter-
connection has allowed the model to represent the non-
linearities of the phenomenon and mainly the influence of
the different input currents. It opens the possibility of
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Figure 8: FEM and linear regression results for Phase C of the high voltage winding.
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Figure 9: FEM and support vector regression results for Phase B of the high voltage winding.
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improving the predictions for other machine learning
models if some combination of the winding currents is
included as input data.

5. Conclusions

Four machine learning techniques have been compared with
regard to accuracy. Only one hyperparameter has been
varied for each technique so that the design process is
simplified.

(is study demonstrates that the appropriate machine
learning technique improves the accuracy of the model. For
the determination of mechanical stress in transformer

windings, the random forest proved to be the best model,
even for the high impedance electrical fault, which was the
worst case in our previous research presented in [17].

All the models present the highest error in low values of
stress. (ere is a high difference in the stress values during
the transient period. (is affects the behaviour of the ma-
chine learning models even though the input data are
standardized before the training process. Nonetheless, this is
not such an issue since the mechanical stress with the highest
value is the one that could cause damage to the conductor.

By finding the right machine learning technique, the
utilities might have a powerful tool that allows the con-
tinuous monitoring of the mechanical stress behaviour.
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Figure 10: FEM and random forest regression results for Phase B of the high voltage winding.
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Figure 11: FEM and artificial neural network regression results for Phase B of the high voltage winding.
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(us, in the future, policies of fatigue analysis to determine
the deterioration of the winding conductor could be
established.
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